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Abstract

A shape based descriptor in image retrieval is proposed in this paper. It is focused on developing soft computing efficiency and novelty in image processing. The algorithm calculates a histogram based on the shape descriptor, representing texture feature of an image at high level (object oriented) effectively. By integrating the algorithms in key point detector with shape descriptor, the new method works fairly well compared with the state-of-the-art performance. The new detector detects relationships among key points, regardless of other pixels. That adds robustness to a large extent. Not only spatial relationships, but also variations in texture information are included in the descriptor as well. Structuring elements’ description (SED) and a set of overall texture descriptors in an image (short for TXT) are adopted for comparison. Experiments show that the new method performs the best with the 0.25 higher than the other two methods in robustness and accuracy. The new feature is flexible in multi-situations for different objects of interest.

Keywords: Harris detector, shape descriptor, texture feature, spatial relationships, image retrieval

1. Introduction

Efficiency and accuracy are extremely significant in image retrieval, especially for a large database. Moreover, both of them remain problems for the methods proposed up to now. In [4, 9, 19, 23 and 39], content based image retrieval (CBIR) has been widely used for its high subjectivity [25, 29, 37]. It is aiming to retrieve images with similar characteristics to the manually selected typical sample of a category. Notable advances have been made in image retrieval based on texture features. Mathematical Morphological theory is an active area where various algorithms have been proposed to detect targets. Mura, et. al. proposed morphological attribute profiles (APs) based on morphological profiles (MPs) [7-8]. They are both widely used in classifying panchromatic images with very high resolution (VHR) [1, 5, 34]. However, morphological operations, especially based on filters by reconstruction [27], are computational expensive. Inglada proposed to use different geometric features for different targets [15]. But they are largely limited by priori knowledge. Texture measures, such as grey level co-occurrence matrix (GLCM) and geo-statistical functions have been largely developed [16, 24, 30]. These low dimensional features are restricted by the whole distribution of pixels in an image. On the other hand, features like Scale Invariant Feature Transform (SIFT) [18], Local Binary Pattern (LBP) [22], histogram of oriented gradient (HOG) [14], and Structure elements’ descriptor (SED) [36] work well for describing either low level (local-oriented) or high level (object-oriented) information. Experiments have shown that SED works better with higher precision and re-call than multi-text histogram (MTH) [21], micro-structure descriptor (MSD) [20] and color-spatial feature (CSD3) [19] using databases of Core-1000 and Core-1000.
As for features describing shape patterns, LBP [3] and HOG [2-28] have been proposed and applied to various aspects. Unfortunately, LBP and HOG are badly influenced by the positions of key points. They both describe the distribution of pixels in the neighborhood of every key point. When the key points are located near to the edges of image, LBP and HOG would fail to work. To avoid such circumstances, a new feature is generated in this paper. It describes relative relationships among key points, rather than that between each key point and its neighboring pixels. Therefore, the new feature would be less influenced by the positions of key points in the image. Two features are appointed as comparative methods. One is SED, a recently proposed texture feature. It describes the shape of all the pixels grouped into the same bin. That is a new idea in performing shapes of pixels in the image. The other is TXT (e.g. entropy, variance, mean intensity), widely used for representing the overall distribution of an image. SED and TXT are both good performers for images in terms of texture information. However, experiments show that the new feature achieves higher retrieval \( F \)-measure than SED and TXT.

The following two parts of this paper describe Harris detector and shape descriptor based on the key points detected by Harris respectively. In Part Four, details of the experimental parameters and results are introduced. Conclusions and discussions are illustrated in Part Five.

2. Harris Corner Detector

Key points used in the newly proposed feature are detected by Harris detector [13]. It is based on the assumption that corners are the pixels with maximum local autocorrelation function [33]. Harris corner detector has been proved to be stable in different time domains [26]. It also plays a key role in detecting features in various projects [6] with a general idea as follows:

1. Gradients in vertical and horizontal directions of every pixel are calculated respectively and images \( I_x \) and \( I_y \) are generated accordingly.
2. A Gaussian kernel with size of 3x3 is adopted to smooth gradient images \( I_x \) and \( I_y \). Therefore, we get two smoothed images, \( I_{x\_gaussian} \) and \( I_{y\_gaussian} \).
3. Harris matrix \( A \) is formulated with the following formula,

\[
A = \begin{bmatrix}
I_{x\_gaussian}^2 & I_{x\_gaussian}I_{y\_gaussian} \\
I_{x\_gaussian}I_{y\_gaussian} & I_{y\_gaussian}^2
\end{bmatrix}
\]

(1)

4. The probability \( P \) of every pixel being a key point is calculated by evaluating determinant and trace of matrix \( A \).

\[
P = \det(A) - k\text{trace}^2(A)
\]

(2)

where \( k \) is a tunable parameter to meet different demands, and key points are obtained by setting thresholds of \( P \). In our experiment, \( k \) is selected to be 0.04 as recommended in [13]. \( P \) is determined to be 180. Details about its determination are introduced in Part Four.

3. Histogram Based Shape Descriptor (HSD)

After detection of key points, a new shape descriptor will describe the relationship among different key points, rather than that described in SIFT, LBP, and HOG. To clarify the new descriptor, an illustration is added in Figure 1. The red pixel is a center key point, and blue points represent neighborhood key points of the red one. In this sample, four concentric circles with radiuses of 30, 60, 90 and 120 are adopted. Their radiuses have equal difference of 30. The number of concentric rings and equal difference in radiuses determine the scale of neighborhood area.
In Figure 1, each circle is equally divided into 12 bins. All the bins are ranked based on the ring they belong to and the anticlockwise angle range they cover. The four circles are sorted in accordance to their radius from small to large. Furthermore, the very first bin starts from right horizontal radius (indicating 0°) in the first circle, and the other 11 bins in the first circle are ranked from 2 to 12 respectively. Accordingly, bins, numbered from 13 to 24, start from right horizontal in the second circle. Totally, there are 48 bins in the four concentric rings, describing relative shapes among the key points within the neighborhood area. Finally, a histogram with 48 bins is generated accordingly. Every bin in the concentric rings is transformed to the corresponding one in the histogram. For example, if a blue key point locates in Bin One, accordingly, the first bin in the histogram would be added by one. The process is repeated on each key point in the image; so that we have a feature of 48 dimensions for each key point (see Figure 2).

![Figure 1. Description of HSD](image1)

**Figure 1. Description of HSD**

![Distribution of key points](image2)

**Figure 2. Histogram of Sample Data**

4. Experiments

Our experiment is done on the basis of Core-1000 dataset. It has 10 groups and 100 images for each. A variety of categories, such as dinosaurs, buses, landscapes, human beings, are covered. It is one of the standard databases for evaluating the algorithm in image retrieval [36].
4.1 Features for Comparison

To assess the performance of our feature statistically and objectively, SED and TXT are used to be comparative methods. They are briefly introduced as follows:

4.1.1 Structure Elements’ Descriptor (SED): SED is a novel feature proposed by Wang Xingyuan and Wang Zongyu [36]. It is a shape descriptor of all the pixels by grouping them according to their intensity, as described below:

1. Transform image from RGB color space to HSV
2. Re-assign the intensity value of every pixel in each channel according to their original one in HSV color space with the equations (3)-(5):

   \[
   H = \begin{cases} 
   0, & H \in [0,24) \cup [345,360] \\
   1, & H \in [25,49] \\
   2, & H \in [50,79] \\
   3, & H \in [80,159] \\
   4, & H \in [160,194] \\
   5, & H \in [195,264] \\
   6, & H \in [265,284] \\
   7, & H \in [285,344] 
   \end{cases} 
   \]

   \[
   S = \begin{cases} 
   0, & S \in [0,0.15] \\
   1, & S \in (0.15,0.8] \\
   2, & S \in (0.8,1] 
   \end{cases} 
   \]

   \[
   V = \begin{cases} 
   0, & V \in [0,0.15] \\
   1, & V \in (0.15,0.8] \\
   2, & V \in (0.8,1] 
   \end{cases} 
   \]

3. Generate a gray image \( G \) with the re-assigned \( H, V \) and \( S \) channels

   \[ G = 9H + 3S + V \]

Therefore, \( G \) is quantized into 72 (8x3x3) bins.

4. Calculate shape and directions of pixels with the same bin in image \( G \) by means of matching five structuring elements. Totally, we can have 72x5=360 dimensional feature SED to describe an image.

4.1.2 Texture Characteristics (TXT): Since entropy, mean value and variance are common features to describe the overall distribution of pixels in an image, they have been selected as comparative feature in our experiments. Moreover, they are calculated in a color invariant model, as introduced by Lei, et. al. [17].

Numerous researches have been conducted to propose a color invariant feature [10, 11, 17]. Invariant color gradients in Gaussian color space [10, 11] are models depending on incident light source, reflection of the object’s surface, illumination and the angels observed. The calculation of invariant color feature can be summarized in three steps.

1. Calculate three channels \( E_\lambda \), \( E_\alpha \) and \( E_\beta \) based on \( R, G \) and \( B \) with the following equation,
\[
\begin{bmatrix}
E(x, y) \\
E_{x}(x, y) \\
E_{yy}(x, y)
\end{bmatrix} = \begin{bmatrix}
0.06 & 0.63 & 0.27 \\
0.30 & 0.04 & -0.35 \\
0.34 & -0.60 & 0.17
\end{bmatrix}
\]

(7)

(2) Figure up two gradient images in directions of horizontal (represented by x) and vertical (represented by y) for each channel of \(E\), \(E_x\) and \(E_{yy}\) respectively.

(3) Finally, the invariant color gradient is generated according to three different conditions of illumination and surface features [10, 11, 17].

a) Condition one is uniform illumination, the invariant color gradient \(H\) can be calculated with the following equation:

\[
H_j = \frac{E_{yy}E_{xj} - E_xE_{yyj}}{E_x^2 + E_{yy}^2}
\]

where \(j\) signifies the direction of gradient, namely \(x\) and \(y\).

b) The second condition not only requires uniform illumination, but also demands inferior smooth surface. The invariant color gradient \(C\) is determined as,

\[
C_{xj} = \frac{E_{xj}E_x - E_xE_{xj}}{E^2}, \quad C_{yyj} = \frac{E_{yyj}E_y - E_yE_{yyj}}{E^2}
\]

(9)

c) The last hypothesis is also the one demanding the most. Except for the two assumptions in the second condition, it assumes that the reflecting surface is flat. Calculation of invariant color gradient \(W\) is as follows,

\[
W_j = \frac{E_{xj}}{E}, \quad W_{xj} = \frac{E_{xj}}{E}, \quad W_{yyj} = \frac{E_{yyj}}{E}
\]

(10)

Based on invariant color gradient image, texture information of entropy, mean value and variance in spectral intensity of all the pixels are calculated. Under such conditions, they can represent images with stronger robustness. Especially, mean values and variances are calculated based on convolution operation of three sizes. They are 3x3, 5x5 and 9x9 respectively.

4.2 Selection of Parameter Values in HSD

There are three parameters to be considered for optimization. An appropriate \(P\) in Harris detector would detect proper key points to represent an image. The second one is the equal difference among radiuses of concentric circles (\(Diff\_radius\)). It determines the scale of neighboring area to describe the shape, composed of key points. The last one is the number of angle bin (\(No\_angle\_bin\)). It determines the level of specificity of describing the shape. The amount of circle bin is not in the consideration of optimization, because it plays the same role with \(Diff\_radius\), reflecting the scale of neighboring area. To optimize the three parameters, \(p\) value, \(Diff\_radius\) and \(No\_angle\_bin\) are initialized to be 180, 30 and 12 respectively. Moreover, images of dinosaurs, buses and flowers in Core-1000 dataset are selected to determine the optimal values of the three parameters.

In the process of optimization, we adopt Euler distance as an assessment of similarity between query image and all the other ones. A query image is randomly selected from each sort of data. We select fifty images with shorter distances than the others. After that, \(Precision\) and \(Recall\) are calculated among the fifty images to help evaluate the performance of the parameter towards the query image. \(Precision\) is the probability of images, belonging to the sort of the selected one among the fifty images. \(Recall\) is evaluated by calculating the ratio of images, right classified into fifty images of the
selected sort dataset. Commonly, precision and recall are used to assess the performance of feature in image retrieval. Higher precision and recall indicate better performance. Nevertheless, Precision and Recall are not smart always. That is true especially for some extreme circumstances. For example, if we pick out one image with the highest similarity to the query image, and the image belongs to the same sort with the query one, precision would be 100%, while recall is 0%. Therefore, F-measure is adopted as a synthesized parameter to assess the performance of image retrieval. It is calculated with the following equation,

\[
F\text{- measure} = \frac{(a^2 + 1)P \times R}{a^2(P + R)}
\]  

(11)

where \(P\) and \(R\) represent Precision and Recall respectively. \(a\) is a tunable coefficient, and it is selected to be 1 here.

Evaluation experiment based on each sort of images would iterate ten times. F-measure is calculated every time. Finally, we use average F-measure of each sort to represent the performance of each group of values in HSD.

The comparison of experimental results with different \(P\) value is shown in Figure 3. We use four potential values for \(P\) in our experiment. The other parameters are invariants. From their performances in the three sorts of data, we can see that HSD with \(p\) of 180 and 150 perform almost the same. Under such conditions, the average F-measure of three sorts of data for each \(p\) are calculated, and 180 wins with its average F-measure being 0.388283, more than 0.387071 of \(p\) being 150. There are two potential reasons for this phenomenon. One is that if \(p\) value is too small, the key points would be over-detected. Too much detail would ruin the shape descriptor to some extent. The other reason is that if \(p\) is large, the details would not be enough to describe a practical shape of our interest.

![Figure 3. Comparison of Experimental Results with Different p Value](image)

In selection of \(\text{Diff}\_\text{radius}\), three experimental values are adopted. One is 10 and the other two are 30 and 50 respectively. The experimental results are displayed in Figure 4. Apparently, HSD with \(\text{Diff}\_\text{radius}\) of 50 achieves the best performance generally in the three sorts of images. That owes to the reason that the neighboring area covered by \(\text{Diff}\_\text{radius}\) of 50 is larger and the shape can be fully detected, especially for targets with a large size. That exactly explains why \(\text{Diff}\_\text{radius}\) gets lowest F-measure in the sort of flower.
When it comes to No_angle_bin, 8, 12 and 16 are selected to be its potential optimal values. F-measures of each sort of data with each value in No_angle_bin are shown in Figure 5. It can be drawn that No_angle_bin of 16 and 12 can hardly be discriminated from each other. Again, average F-measures under these two conditions are calculated. Consequently, No_angle_bin of 12 wins by increasing 0.000445, compared with No_angle_bin of 16. One possible reason for that is that when the number of angle bins is small, HSD would lack details and negatively affect the performance in image retrieval. Another reason for the very close performances of No_angle_bin being 12 and 16 is that 12 angle bins have detected enough texture information, dispense with adding 4 more angle bins.

Finally, the parameters in HSD are optimized as follows: p value in key point detector is 180, Diff_radius is 50 and No_angle_bin is 12. To show our retrieval results by optimized HSD visually, three samples representing three sorts (see Figure 6) and their corresponding fifty retrieved images are listed in Figures 7-9 respectively.
Among the 50 images in Figure 7, there are 46 images rightly classified and 4 flower images misclassified. HSD performs quite well in retrieving images of bus.
Figure 8. Retrieved Images of Figure 6.2

From Figure 8, we can see that HSD performs well in describing images and easy to be separated within the three sorts. 7 images are misclassified and its precision is pretty high.
Figure 9 confirms the robustness of HSD. Of the fifty selected images, only 4 images do not belong to flower. That accurate probability is rather high.
4.3 Experimental Results

With the optimized parameters, all the images in the dataset of Core-1000 are represented by features of HSD, SED and TXT respectively. Average F-measure of each sort of data is used to evaluate the performance of each feature. It is calculated by averaging all the F-measures of each retrieved fifty images based on each sample. The experimental results are listed in Figure 10.

![Figure 10. The Comparison of SED, HSD and TXT](image)

From Figure 10 we can see that HSD performs far better than the other two features. Two possible reasons would explain this: one is that HSD describes the relative shape generated by key points only. It is robust with the distribution of our target in the image. However, SED represents shapes of pixels belonging to the sample group, which would be affected by the positions of our target. If only part of the target is in the image or our target exists near to the edge of image, SED would be badly influenced. TXT represents the overall distribution of all the pixels in the image. It is more likely to be affected by the distribution of our target. The other reason is that HSD describes the shape with concentric rings. That would perform details of relative relationships among key points in terms of directions and distances in image. HSD is more flexible, while SED uses five structuring elements with fixed directions to match and TXT takes no directions into consideration.

Conclusion and Discussions

An effective and novel feature is proposed in describing texture feature of an image in this paper. It consists of a new shape descriptor based on the key points detected by Harris detector. The new shape descriptor tells relative connections among key points in concentric circles. HSD is less influenced by the absolute positions of key points in the image, which makes up for the disadvantages of SED and TXT. With concentric rings to formulate the neighboring area of each key point, directions and distances in HSD can be variable compared with five fixed structuring elements in SED. Therefore, HSD shows a better performance compared with SED and TXT using Core-1000 dataset.
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