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Abstract

Fingerprint-based recognition systems have been widely deployed in numerous civilian and government applications. However, the fingerprint recognition systems can be deceived by commonly used sensors with the artificially fake fingerprint made using materials like gelatin or silicon. In this paper, spoof fingerprint detection is considered as a two-class classification problem and co-occurrence matrix is constructed from image gradients to extract features. In feature extraction process, the quantization operation is firstly applied with the fingerprint images. Secondly, the horizontal and vertical differences at each pixel are calculated. Thirdly, the differences of large absolute values are truncated into a reduced range. Finally, the co-occurrence matrix is constructed from the truncated differences, and the elements of the co-occurrence matrix are directly used as features. The features are separately utilized to train support vector machine classifiers on two databases. The experimental results have demonstrated that the proposed method outperform the state-of-the-arts.
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1. Introduction

Fingerprint-based recognition systems have been widely deployed in numerous civilian and governments applications. However, fingerprint-based systems are vulnerable to spoof attacks, as the spoof fingerprint can be easily made using cheap materials such as gelatin and silicon. The attackers could clandestinely retrieve a user’s fingerprint and make a spoof one to achieve illegal access. In another way, a user may make a spoof fingerprint for himself to deceive attendance system.

In order to address the above problem, many spoof fingerprint detection techniques have been proposed to judge whether a fingerprint image is captured from an actual user or not. The existing methods can be divided into two classes: hardware-based and software-based methods [1, 2].

The hardware-based methods add new hardware to obtain life signs of the finger such as temperature, pulse, and blood pressure. Then, spoof fingers can be detected from real ones by analyzing these signs. The hardware-based solutions can discover spoof attacks to some degree. However, this type of techniques requires the support of additional devices which increases the expenses of the fingerprint identification system. On the other hand, the software-based methods distinguish the live fingers from the spoof ones by analyzing the images obtained from the existing fingerprint sensors. This type of methods is less expensive than hardware-based one.

The software-based spoof fingerprint detection methods can be further divided into five categories: sweat pores based, perspiration based, skin elasticity based, image quality based, and texture feature based. Generally, the sweat pores based methods have a high requirement for the resolution of the fingerprint images. The perspiration based and the skin elasticity based methods require capturing two or more images to extract
dynamic features. They are time-consuming and user-unfriendly. The image quality based and texture feature based methods require no special demands from users and sensors, and hence have been researched widely.

In this paper, a novel software-based spoof fingerprint detection method is proposed. We regard the liveness detection as a two-class classification problem, i.e. classifying a test fingerprint image into either a living or a spoof one. Feature extraction is a crucial step for classification problem. This paper for the first time extracts discriminant features by calculating co-occurrence matrix from image gradient. Specifically, the horizontal and vertical gradients are calculated from the adjacent pixels. Then, co-occurrence matrix is calculated from the differences to form texture features. Quantization and truncation operations are designed and applied to reduce the dimensionality of feature vector.

In the rest of the paper, Section II presents some related works. Section III describes the feature extraction process. Experiments are presented in Section IV, and conclusions are drawn in Section V.

2. Related Works

The software-based methods show that live and spoof fingerprints can be discriminated by analyzing the features extracted from fingerprint images. The features can be based on sweat pores, perspiration, skin elasticity, image quality, image texture and so on. To clarify, we classify the software-based spoof fingerprint detection methods into five categories: sweat pores based, perspiration based, skin elasticity based, image quality based, and texture feature based methods.

Sweat pores based methods. The sweat pores are of very small circular structures in the fingerprint ridges. Some researchers assumed that such small structures would be very difficult to reproduce in high quality. Marcialis et al. [3] claimed that the frequency of pores in spoof fingerprint was less than that in living fingerprints. This difference was used as a discriminating feature in liveness detection. Manivanan et al. [4] proposed a method to automatically extract and locate the sweat pores in a fingerprint image by using high-pass and correlation filtering techniques. It is an important preliminary work of sweat pores based spoof fingerprint detection methods.

Perspiration based methods. When a live finger is put on the surface of a fingerprint sensor, the obtained fingerprint images will change slightly in a short time span due to the moisture produced by the sweat glands. However, the spoof fingers do not produce a similar phenomenon when scanned by the sensor. Derakhshani et al. [5] proposed a detection method which acquired two fingerprint images at different time points (0 and 5 seconds). This method maps the two-dimensional fingerprint images into one-dimensional gray values along the ridges. It is observed that the middle ridge signal of the second fingerprint image is of a much more wavy nature because of the spreading of moisture. One static feature and four dynamic features are extracted based on this difference. Schuckers and Abhyankar [6] also observed perspiration pattern of images acquired in two different time points. Their method decomposes the low-frequency content of the image using the multi-resolution analysis and decomposes the high-frequency content using the wavelet analysis. The features are extracted based on the energy of the coefficients. Tan and Schuckers [7] proposed a liveness detection method which quantified perspiration patterns along ridges and noise patterns along valleys. The signals representing gray level patterns along ridges and valleys were explored in spatial, frequency and wavelet domains. Marasco and Sansone [8] combined perspiration and morphology-based static features to detect spoof fingerprints. Their perspiration based features are extracted by observing the individual pore spacing and the intensity of the image.
**Skin elasticity based methods.** Generally, live fingers have better elasticity than spoof ones. Antonelli et al. [9, 10] proposed a dynamic method based on skin distortion. In their method, the user is required to move the finger while pressing it on the scanner surface to deliberately exaggerate the skin distortion. During the finger movement, a sequence of fingerprint images are acquired. Then, features are extracted from the multi-stage images. Zhang et al. [11] also proposed a detection method which required the user to apply some pressure in four different directions when putting the finger on the sensor surface. This method extracts features by observing the minutiae of distorted fingerprint images and the undistorted one. The change of minutiae positions is used to calculate the thin-plate spline model, and then the bending energy vectors are calculated as features. Jia and Cai [12] proposed a method which did not require any special behavior from the user. In this method, a time-series sequence of fingerprint images are captured when a user put a finger onto the sensor. Five features are extracted from the image sequence. Two of the features represent the skin elasticity, and the other three represent the physiological process of perspiration. Finally support vector machine classifier is trained to discriminate the live fingers from spoof ones.

**Image quality based methods.** Moon et al. [13] claimed that the surface of a spoof fingertip was much coarser than that of a living one, and utilized the wavelet analysis to extract noise residue. The standard deviation of the noise residue was used as the distinguishable feature. Jin et al. [14] utilized three effective quality measures, namely spectral band energy, middle ridge line and middle valley line, to extract features. The support vector machine and quadratic discriminant analysis classifiers were trained. Galbally et al. [15] proposed an image quality based liveness detection method. The quality features were extracted by ridge-strength, ridge-clarity and ridge-continuity measures. In 2013, Pereira et al. [16] measured the coarseness of fingerprint through the estimation of the residual Gaussian white noise of the image. The noise was divided into several parts, and each part of the noise was used to calculate a histogram. The bins of these histograms were used as features. Galbally et al. [17] proposed an image quality based liveness detection method for iris, fingerprint and face recognition. The authors applied twenty five image quality assessment measures to extract features. It is a highly competitive liveness detection method compared with other advanced ones.

**Texture feature based methods.** Spoof fingerprint images possess different texture compared with the living ones despite the difference is hard to tell by human eyes. Abhyankar and Schuckers [18] developed a method based on multi-resolution texture features and local ridge frequency features. Their texture features include: 1) the first order features, i.e. energy, entropy, median, and variance of the histogram, and 2) the second order features, i.e. cluster shade and cluster prominence of the co-occurrence matrix. Coli et al. [19] claimed that the high frequency details of the spoof fingerprint images were greatly reduced, and extracted features from the power spectrum for the classification. Nikam and Agarwal proposed several liveness detection methods based on the texture analysis of the fingerprint images. The authors extracted many distinguishable features through various texture measure methods such as, the curvelet transform [20, 21], the Gabor filters [22], the Ridgelet transform [23], and the wavelet transform [24]. All of these features can successfully address spoof fingerprint detection problem to some degree. Jin et al. [25] proposed a spoof fingerprint detection method based on band-selective Fourier spectrum. The authors revealed that the live fingerprint images showed stronger Fourier spectrum in the ring patterns than the spoof ones, and classified live and spoof fingerprint images by analyzing the band-selective Fourier spectral energies. Lee et al. [26] transformed the fingerprint image through 2D fast Fourier transform, and detected values along a specific line in the spectrum image. The line was transformed into the fractional Fourier domain. The standard deviation of the fractional Fourier domain coefficient was used as feature. Jia et al. [27] considered that the multi-scale local binary pattern (LBP) could reflect the texture of fingerprint images.
more adequately than original LBP, and proposed a spoof fingerprint detection method by using two kinds of multi-scale LBP. Their method achieves good detection accuracy.

3. Feature Extraction Process

In this paper, the spoof fingerprint detection is considered as a two-class classification problem, i.e. classing a test fingerprint image into either a living or a spoof one. The framework of our method includes two parts: the training process and the testing process, as is illustrated in Figure 1. In the training process, a classifier is trained using the two classes of feature vectors. Then, the trained classifier is used to make the judgment. Feature extraction is a crucial step for classification problem. Based on the hypothesis that live and spoof fingerprint images possess different textures, a novel spoof fingerprint detection method based on image texture features is proposed. The second-order and third-order co-occurrence arrays are applied to extract texture features from the image gradients. Quantization operation and truncation operation are used to reduce the number of features. The features are utilized to compose the feature vector to train the classifier.

![Figure 1. The Framework of the Proposed Method](image)

In this paper, the symbol $\mathbf{X} = (X_{i,j}) \in \{0, \ldots, 255\}^{n_1 \times n_2}$ represents an 8-bit grayscale image. The symbol $X_{i,j}$ denotes the grayscale value of the pixel located at $(i,j)$. The process of the feature extraction includes the following four steps. Firstly, the image is quantized by a quantization factor. Secondly, the horizontal and vertical differences are calculated from the adjacent quantized pixels. Thirdly, we truncate the differences of large absolute values into a reduced range. Finally, the co-occurrence matrix is calculated from the gradients. The elements of the co-occurrence matrix are used as the features.

3.1. Quantization

In the process of feature extraction, the image pixel values are firstly quantized as:

$$X_{i,j} \leftarrow \left\lfloor \frac{X_{i,j}}{Q} \right\rfloor,$$

where $Q \geq 1$ is a quantization factor. The quantization operation will cause the loss of image information, but will not affect the overall texture of a fingerprint image. The quantization operation can largely reduce the dynamic range of $X_{i,j}$, and thus help to reduce the dimensionality of the feature vector.
3.2. Differences and Truncation

Image gradient measures a directional change in the intensity of an image, which can be used for robust and effective texture feature extraction. Here, the horizontal and vertical gradient arrays $G_H$ and $G_V$ are defined by calculating the differences between the adjacent pixels as

$$
\begin{align*}
&D_H(i,j) = X_{i,j} - X_{i,j+1}, \quad \text{for } i \in \{0, \ldots, n_1-1\}, j \in \{0, \ldots, n_2-2\}, \\
&D_V(i,j) = X_{i,j} - X_{i+1,j}, \quad \text{for } i \in \{0, \ldots, n_1-2\}, j \in \{0, \ldots, n_2-1\}.
\end{align*}
$$

In this paper, the elements of the co-occurrence matrix are directly used as features which are arranged to compose a feature vector. The dimensionality of the feature vector is depended on the dynamic range of the differences. As shown in Figure 3, the differences calculated from the quantized images have a narrower dynamic range than that from the original images. A large quantization factor could help to reduce the dimensionality of the feature vector. In addition, the histogram of the differences can be approximated by Laplacian distribution. Thus, we can truncate differences to a small range $[-T, T]$ without losing much useful information while largely reducing the dimensionality of the feature vector. The truncation operation is defined as

$$D(i,j) \leftarrow \text{trunc}_T(D(i,j)),
$$

where $D(i,j)$ denotes the difference calculated according to Formula (2) along horizontal or vertical direction. If $D(i,j) > T$, $\text{trunc}_T(D(i,j)) = T$; if $D(i,j) < -T$, $\text{trunc}_T(D(i,j)) = -T$; if $D(i,j) \in [-T, T]$, $\text{trunc}_T(D(i,j)) = D(i,j)$.

Figure 2. The Examples of Original Fingerprint Images (in the first row) and their Corresponding Quantized Images (in the second row, the quantization factor $Q = 16$)
3.3. Co-occurrence Matrix

In this paper, the co-occurrence matrix is calculated from the differences between adjacent pixels. And the dimensionality of co-occurrence matrix can be efficiently reduced by the proposed quantization and truncation operation. Thus, the elements of co-occurrence matrix can be directly used as features. Formally, the difference co-occurrence matrix ($DCoM$) is defined along horizontal and vertical directions as

$$DCoM_H(s, t) = \sum_{i=0}^{n-1} \sum_{j=0}^{n-3} \gamma(D_H(i, j), s) \times \gamma(D_H(i, j + 1), t)$$
$$DCoM_V(s, t) = \sum_{i=0}^{n-3} \sum_{j=0}^{n-1} \gamma(D_V(i, j), s) \times \gamma(D_V(i + 1, j), t)$$

(4)

where $s, t \in \{-T, \ldots, T\}$, and $\gamma(x, y) = \begin{cases} 1, & \text{if } x = y \\ 0, & \text{if } x \neq y \end{cases}$.

In order to eliminate the effect caused the image size, the elements of the co-occurrence arrays can be normalized as
\[
\begin{align*}
DCoM_H(s, t) & \leftarrow \frac{DCoM_H(s, t)}{\sum_{s'=T_{s'}=T}^{T} DCoM_H(s', t)} , \\
DCoM_V(s, t) & \leftarrow \frac{DCoM_V(s, t)}{\sum_{s'=T_{s'}=T}^{T} DCoM_V(s', t)}
\end{align*}
\]

In this paper, the elements of co-occurrence matrix are directly used as texture features. Then, the dimensionality of the proposed feature vector \((DCoM)\) equals to \(2 \times (2T + 1)^2\).

4. Experiments

The performance of the proposed method is tested on two databases named LivDet09DB [28] and LivDet11DB [29]. In this section, we firstly present a brief introduction to these two databases and the support vector machine. Secondly, the comparative experiments are conducted on LivDet11DB to choose a proper quantization factor \(Q\) and truncation factor \(T\). Finally, the proposed method with the chosen parameters is compared with the state-of-the-art works.

4.1. Databases and Evaluation Criterion

The proposed detection methods are tested on two databases, named LivDet09DB and LivDet11DB. The LivDet09DB is the database used in Spoof fingerprint Detection Competition 2009 [28]. It consists of images taken from three different sensors: Biometrika, Identix and Crossmatch. The spoof fingers are generated using three different materials: silicone, gelatin and playdoh. The LivDet11DB is the database used in Spoof fingerprint Detection Competition 2011 [29]. It consists of images from four different sensors: Biometrika, Digital Persona, Italdata and Sagem. The spoof fingers are generated using six different materials: gelatin, latex, PlayDoh, silicone, ecoflex and wood glue. All of the fingerprint images are transformed into gray images before being used. Each of the datasets has been divided into two non-overlapping parts: training and testing sets, which are used respectively in the training and testing processes of the classification. The general information of the databases are presented in Table 1. For the two databases, images captured from each sensor are tested separately.

<table>
<thead>
<tr>
<th>Database</th>
<th>Sensor</th>
<th>Resolution (dpi)</th>
<th>Image size</th>
<th>Number of images in Training set</th>
<th>Number of images in Testing set</th>
</tr>
</thead>
<tbody>
<tr>
<td>LivDet09DB#1</td>
<td>Biometrika</td>
<td>569</td>
<td>312×372</td>
<td>520 live 520 spoof</td>
<td>1473 live 1480 spoof</td>
</tr>
<tr>
<td>LivDet09DB#2</td>
<td>Crossmatch</td>
<td>500</td>
<td>480×640</td>
<td>1000 live 1000 spoof</td>
<td>3000 live 3000 spoof</td>
</tr>
<tr>
<td>LivDet09DB#3</td>
<td>Identix</td>
<td>686</td>
<td>720×720</td>
<td>750 live 750 spoof</td>
<td>2250 live 2250 spoof</td>
</tr>
<tr>
<td>LivDet11DB#1</td>
<td>Biometrika</td>
<td>500</td>
<td>315×372</td>
<td>1000 live 1000 spoof</td>
<td>1000 live 1000 spoof</td>
</tr>
<tr>
<td>LivDet11DB#2</td>
<td>Digital Persona</td>
<td>500</td>
<td>355×391</td>
<td>1004 live 1000 spoof</td>
<td>1000 live 1000 spoof</td>
</tr>
<tr>
<td>LivDet11DB#3</td>
<td>ItalData</td>
<td>500</td>
<td>640×480</td>
<td>1000 live 1000 spoof</td>
<td>1000 live 1000 spoof</td>
</tr>
<tr>
<td>LivDet11DB#4</td>
<td>Sagem</td>
<td>500</td>
<td>352×384</td>
<td>1008 live 1008 spoof</td>
<td>1000 live 1036 spoof</td>
</tr>
</tbody>
</table>

In the experiment, the average classification error \((ACE)\) of the trained classifier is defined as the evaluation criterion

\[
ACE = (FAR + FRR)/2
\]

where \(FAR\) (False Accept Rate) is the proportion of spoof fingerprints being incorrectly accepted, and \(FRR\) (False Reject Rate) is the proportion of real fingerprints being incorrectly rejected.
4.2. Support Vector Machine (SVM)

SVM is utilized to train the classifier with feature vector in this paper. Treating the data as two sets of points in an \( n \)-dimensional space, SVM builds an separating hyperplane by Lagrangian multipliers to differentiate the negative data points from the positive ones [30]. Intuitively, a good separation is achieved when a separating hyperplane has the largest distance to the boundary points of both classes.

LIBSVM [31] is a free software for support vector classification. LIBSVM implements four basic kernels, among which the radial basis function (RBF) kernel is widely suggested as the best choice by the users. LIBSVM also provides a tool named “Cross-validation and Grid-search” to search the appropriate penalty parameter \( C \) and kernel parameter \( \gamma \) for RBF kernel. In this paper, the LIBSVM with RBF kernel is used to train classifiers in the experiments, and the tool “Cross-validation and Grid-search” is utilized to search the penalty parameter \( C \) and kernel parameter \( \gamma \).

4.3. Selection of Parameters

It is needed to select a good pair of quantization factor \( Q \) and truncation factor \( T \) for a compact feature vector and good detection accuracy. Here, we conduct a comparison experiment on LivDet11DB to find out the better choice. First, we set \( Q = 1, 2, 4, 8, 16, 32 \) to quantize the images. Under each of the quantization step, we compute the average percentages of differences that fall into the range \([-T, T]\), which then help us to choose the truncation factor \( T \). Generally, we want to take as many differences into consideration as possible in constructing feature vector. However, a larger \( T \) will lead to a feature vector of larger dimensionality. By compromising on the percentages of covered differences and the dimensionality of feature vector, we choose \( T = 10 \) when \( Q \) is set to 1, 2 and 4, \( T = 5 \) when \( Q \) is set to 8, and \( T = 4 \) when \( Q \) is set to 16 and 32. For each parameter pair \((Q, T)\), the dimensionality of \( DCoM \) feature vector and the average percentages of covered differences are listed in Table 2. Note that, it is not ensured that the parameters used here are the best choices.

<table>
<thead>
<tr>
<th>((Q, T))</th>
<th>((1,10))</th>
<th>((2,10))</th>
<th>((4,10))</th>
<th>((8,5))</th>
<th>((16,4))</th>
<th>((32,4))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensionality of ( DCoM ) feature vector</td>
<td>882</td>
<td>882</td>
<td>882</td>
<td>242</td>
<td>162</td>
<td>162</td>
</tr>
<tr>
<td>ratio of covered differences (%)</td>
<td>70.73</td>
<td>81.23</td>
<td>91.43</td>
<td>90.67</td>
<td>96.05</td>
<td>99.74</td>
</tr>
</tbody>
</table>

The different parameter pair \((Q, T)\) produces different types of feature vectors. Each type of feature vector is used to train SVM classifiers separately. The detection accuracies of the classifiers are listed in Table 3. The parameter pairs \((C, \gamma)\) used in the training process of classifiers are presented in Table 4.

As shown in Table 3, the \( DCoM \) feature vectors extracted with the parameter pairs \((8, 5)\) and \((16, 4)\) achieve the best average detection result. When the quantization factor \( Q \) is set to 4, we need to set the truncation factor \( T \) to 10 so as to cover 91.43\% of gradients, generating 882 features. When the quantization factor \( Q \) is set to 8, we need to set the truncation factor \( T \) to 5 so as to cover 90.67\% of gradients, generating only 242 features. However, the feature vectors extracted with the parameter pair \((8, 5)\) achieve better detection accuracy than that with \((4, 10)\). This tells us that the quantization operation with a suitable factor will help to extract better features and reduce the dimensionality of the feature vector.
Table 3. The Average Classification Error (ACE) of DCoM Features Calculated with different Parameter Pair (Q, T)

<table>
<thead>
<tr>
<th>Parameter pair (Q, T)</th>
<th>LivDet11DB#1</th>
<th>LivDet11DB#2</th>
<th>LivDet11DB#3</th>
<th>LivDet11DB#4</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,10)</td>
<td>15.70</td>
<td>15.40</td>
<td>16.50</td>
<td>5.50</td>
<td>15.78</td>
</tr>
<tr>
<td>(2,10)</td>
<td>12.25</td>
<td>17.50</td>
<td>22.35</td>
<td>5.45</td>
<td>14.39</td>
</tr>
<tr>
<td>(4,10)</td>
<td>8.95</td>
<td>13.65</td>
<td>20.95</td>
<td>4.91</td>
<td>12.12</td>
</tr>
<tr>
<td>(8.5)</td>
<td><strong>8.00</strong></td>
<td>14.15</td>
<td>16.90</td>
<td><strong>4.86</strong></td>
<td><strong>10.98</strong></td>
</tr>
<tr>
<td>(16,4)</td>
<td>8.45</td>
<td>15.35</td>
<td><strong>14.85</strong></td>
<td>5.26</td>
<td><strong>10.98</strong></td>
</tr>
<tr>
<td>(32,4)</td>
<td>10.45</td>
<td>15.90</td>
<td>18.15</td>
<td>7.56</td>
<td>13.02</td>
</tr>
</tbody>
</table>

Table 4. The Parameter Pair (C, γ) used in Training Process with DCoM Features Calculated with Different Parameter Pair (Q, T)

<table>
<thead>
<tr>
<th>Parameter pair (Q, T)</th>
<th>Parameter pair (C, γ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,10)</td>
<td>(2048,16)</td>
</tr>
<tr>
<td>(2,10)</td>
<td>(524288,16)</td>
</tr>
<tr>
<td>(4,10)</td>
<td>(262144,1)</td>
</tr>
<tr>
<td>(8.5)</td>
<td>(8192,32)</td>
</tr>
<tr>
<td>(16,4)</td>
<td>(26144,2)</td>
</tr>
<tr>
<td>(32,4)</td>
<td>(2097152,4)</td>
</tr>
<tr>
<td>LivDet11DB#1</td>
<td>(8192,16)</td>
</tr>
<tr>
<td>LivDet11DB#2</td>
<td>(1024,256)</td>
</tr>
<tr>
<td>LivDet11DB#3</td>
<td>(4096,16)</td>
</tr>
<tr>
<td>LivDet11DB#4</td>
<td>(2097152,4)</td>
</tr>
</tbody>
</table>

4.4. Comparison with Previous Methods

According to the results in Table 3 we choose the parameter pair (16,4) to compare with the previous methods. As shown in Table 5 and 6, the proposed method outperforms the previous methods. Note that, in the training process of our classifier on LivDet09DB, the penalty and kernel parameter pair (C, γ) are set to (262144,1), (8192,0.5) and (65536,1) for LivDet09DB#1, #2 and #3, respectively.

Table 5. Performance Comparison in Terms of Average Classification Error (ACE) on LivDet11DB

<table>
<thead>
<tr>
<th>Methods</th>
<th>LivDet11DB#1</th>
<th>LivDet11DB#2</th>
<th>LivDet11DB#3</th>
<th>LivDet11DB#4</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCoM</td>
<td>8.45</td>
<td>15.35</td>
<td>14.85</td>
<td>5.26</td>
<td>10.98</td>
</tr>
<tr>
<td>Best result in LivDet 2011 [29]</td>
<td>20.0</td>
<td>36.1</td>
<td>21.8</td>
<td>13.8</td>
<td>22.925</td>
</tr>
<tr>
<td>Original LBP[32] reported in [27]</td>
<td>13.0</td>
<td>10.8</td>
<td>24.1</td>
<td>11.5</td>
<td>14.85</td>
</tr>
<tr>
<td>Tan’s method [7] reported in [27]</td>
<td>43.8</td>
<td>18.2</td>
<td>29.6</td>
<td>24.7</td>
<td>29.075</td>
</tr>
<tr>
<td>Valleys wavelet [33] reported in [34]</td>
<td>29.0</td>
<td>13.0</td>
<td>23.6</td>
<td>28.0</td>
<td>23.4</td>
</tr>
<tr>
<td>Curvelet GLCM [20] reported in [34]</td>
<td>22.9</td>
<td>18.3</td>
<td>30.7</td>
<td>28.0</td>
<td>24.975</td>
</tr>
<tr>
<td>Wavelet energy [24] reported in [34]</td>
<td>50.2</td>
<td>14.0</td>
<td>46.8</td>
<td>22.0</td>
<td>33.25</td>
</tr>
</tbody>
</table>

Table 6. Performance Comparison in Terms of Average Classification Error (ACE) on LivDet09DB

<table>
<thead>
<tr>
<th>Methods</th>
<th>LivDet09DB#1</th>
<th>LivDet09DB#2</th>
<th>LivDet09DB#3</th>
<th>LivDet09DB#4</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCoM</td>
<td><strong>10.4</strong></td>
<td><strong>6.7</strong></td>
<td><strong>3.2</strong></td>
<td><strong>6.8</strong></td>
<td></td>
</tr>
<tr>
<td>Best result in LivDet 2009 [28]</td>
<td>18.2</td>
<td>9.4</td>
<td>2.8</td>
<td>10.1</td>
<td></td>
</tr>
<tr>
<td>Marasco et al. [8]</td>
<td>12.6</td>
<td>15.2</td>
<td>9.7</td>
<td>12.5</td>
<td></td>
</tr>
<tr>
<td>Moon et al [13] reported in [8]</td>
<td>23.0</td>
<td>23.5</td>
<td>38.2</td>
<td>28.2</td>
<td></td>
</tr>
<tr>
<td>Nikam et al. [21] reported in [8]</td>
<td>28.3</td>
<td>18.7</td>
<td>30.3</td>
<td>25.8</td>
<td></td>
</tr>
</tbody>
</table>
5. Conclusions

In this paper, we regard the spoof fingerprint detection as a two-class classification problem, and have presented a novel software-based spoof fingerprint detection method which achieves good detection accuracy. Firstly, quantization operation is applied to reduce the dynamic range of pixel value, which not only helps to decrease the dimensionality of feature vector but also generates more useful features. Secondly, image differences are calculated from adjacent quantized pixels along horizontal and vertical directions. It is observed that most of the differences have an absolute value near to zero and the histogram of the differences can be approximated by Laplacian distribution. Therefore, we can truncate the differences into a reduced range with a properly selected threshold without losing much useful information. The experimental results have demonstrated that the proposed method outperform many state-of-the-art methods in general.
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