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Abstract

The goal of data mining is to discover hidden useful information in large databases. Mining frequent patterns from transaction databases is an important problem in data mining. As the database size increases, the computation time and required memory also increase. Based on this, we use the MapReduce programming model which has parallel processing ability to analyze the large-scale network. All the experiments were taken under hadoop, deployed on a cluster which consists of commodity servers. Through empirical evaluations in various simulation conditions, the proposed algorithms are shown to deliver excellent performance with respect to scalability and execution time.
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1. Introduction

Business intelligence and data warehouse can handle TB level data or even higher level. Although many methods have been proposed to deal with high-dimensional data, but the query process is a bottleneck [1]. The emergence of cloud computing to the massive data mining, Hadoop is a MapReduce programming model and mass data [2]. It has made a lot of simulation system in the cloud computing, such a calculation based on the concept of cloud modeling and simulation platform of COSIM-CSP system [3], a new mode of the networked manufacturing [4], private cloud framework for visual simulation [5] ,and the military training system [6]. A simple MapReduce index is completed by McCreadie on the Hadoop [7]. Ralf proposed a basic program designed to support cloud computing [8]. Moretti introduced a scalable data mining method, the data and computation is distributed to a cloud computing [9]. Gillick implementation of the inquiry learning with Hadoop[10]. Many algorithms are using the tree structure in these application systems, such as ID3, C4.5, Fpgrowth KD-tree, PrefixSpan and BIRCH. Most data mining algorithms are based on object oriented programmings (OOP) which are usually run on a single computer. Some literatures have been described the detail of method [11-14]. However, the characteristics of the MapReduce mode is not suitable for data mining.

First of all, MapReduce is lack of overall. The lack of data sharing between the tasks nodes in Hadoop, such as shared memory. The KD tree model and cluster tree model is a model of data mining that requirement for obtaining the global access from the training data. Each node of the Hadoop only processes the data block which is allocated, and output the results of data block. No correlation between the Map sub tasks and between sub tasks of Reduce also unrelated. Therefore, to complete the task of global way linked list and tree structure is very difficult. Secondly, HDFS does not allow random write operation. Because the Hadoop object
is GB, or even TB level data. Each file in a block unit distribution is stored in different nodes. It will cause the access failure of subsequent block when we insert or update the data in the middle of the file, so the random write operation is not allowed. Massive data once written into the HDFS (Hadoop distributed file system) will not modify, only can be added or deleted. This ensures that large files can be distributed in each node, and the node only processes the most easily accessible file fragments. Therefore, it is impossible to simulate the list and tree structure by using the HDFS file system. Thirdly, the task has a short life cycle. Each data block is node scanning one time; it will no longer be accessed. In data mining, often training model for data set, and the test set using the model to calculate the effectiveness. As mentioned before, there is no public area to accumulate the results of data analysis in Hadoop, so it is unable to realize the reference in front of the data mining results.

Finally, the MapReduce has also been shown to have significant problems [15] with more complex algorithms, like conjugate gradient, fast Fourier transform and block tri-diagonal linear system solver. Moreover, most of these problems use iterative methods to solve them, indicating that MapReduce may not be well suited for algorithms that have an iterative nature. However, there is more than one type of iterative algorithm. To study if MapReduce model is unsuitable for all iterative algorithms or only a certain subset of them, we devised a set of classes for scientific algorithms. Algorithms are divided between these classes by how difficult it is to adapt them to the MapReduce model and their resulting structure. To be able to compare the classes to each other, we selected and adapted algorithms from each class to the MapReduce model and studied their efficiency and scalability. Such a classification allows us to precisely judge which algorithms are more easily adaptable to the MapReduce model and what kind of effect belonging to a specific class has on the parallel efficiency and scalability of the adapted algorithms.

In order to solve the shortcomings and the problems, this paper uses a Newman parallel search algorithm based on MapReduce, to improve the processing speed of massive data. The test proves that the parallel algorithm is scalable to large data sets in this paper.

2. Fast Newman Parallel Algorithm

2.1. The Newman Algorithm with Modularity

The fast Newman algorithm is a clustering algorithm based on greedy algorithm. Its steps are as follows:

Step 1: Initialize the network for \( N \) communities. It means that every point is an independent association. The initial element \( e_{ij} \) and \( a_i \) is satisfies the following formula:

\[
 e_{ij} = \begin{cases} 
 \frac{1}{2m} & \text{if } i \neq j, \\
 0 & \text{if } i = j 
\end{cases}
\]

When the side is connected between \( i \) and \( j \), the \( e_{ij} = \frac{1}{2m} \). When the side is not connected between \( i \) and \( j \), the \( e_{ij} = 0 \).

\[
 a_i = \frac{k_i}{2m}
\]
Where the $k_i$ is the degree of node; $m$ is the total number of edges in the network.

Step 2: Merge the communities successively which is connected by the side, and calculation the increment of module.

$$\Delta Q = e_{ij} + e_{ji} - 2a_ia_j = 2(e_{ij} - a_ia_j)$$

According to the principle of greedy algorithm, each time with the $Q$ should be increased most or reduce the minimum direction. After the merger by each time, we will update the corresponding elements of $e_{ij}$, and add the row and column which is correspond to community.

Step 3: Repeat step 2, constantly consolidated community, until the $Q$ value is no longer increases. This has been the best network community structure.

Due to the time complexity of the algorithm is $O((m + n)n)$, so when the data quantity exceeds $10000$, the required memory for $1*10^8$, then the memory overflow.

Figure 1. The MapReduce Model

2.2. Newman Parallel Algorithm and Modularity

First initialize

MAP stage

Read the side information

```
Emit(<key1,key2>,value)
```

$key_1$ and $key_2$ is the Edge between vertices, $value$ is the number of the edge.

Then, we will repeat the following procedure:

Step 1:

the edge sequence files will be converted into the degree sequence file

```
Map:

if (key1 == key2)
    Emit(key1,value)
else
```
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\begin{verbatim}
Emit(key₁, value) ;
Emit(key₂, value) ;
}

Reduce:

\begin{verbatim}
sum = 0 ;
for (IntWritable value : values)
    sum += value.get() ;
SumValue.set(sum) ;
Emit(key, SumValue) ;
\end{verbatim}

Step 2:

Calculated the value of \( \delta Q \)

Map:

\begin{verbatim}
Emit(<key₁, key₂ >= <value,()()>);
\end{verbatim}

Reduce:

\begin{verbatim}
Read the edge sequential file
Emit(<key₁, key₂ >=<value,()()>);

Read the degree sequential file
Emit(<key₁, -1 >=<(),()>);
weight = 0 ;
degree₁ = 0 ;
degree₂ = 0 ;
\delta Q = 0 ;
for (ValuePair value : values)
{
    if (value.getFirst() != 0)
        weight = value.getFirst();
    else if (value.getSecond() != 0)
        if (degree₁ == 0)
            degree₁ = value.getSecond();
        else
            degree₂ = value.getThird();

    \delta Q = weight/edge - \frac{1}{2}(degree₁/edge)*(degree₂/edge) ;
}
Emit(<key₁, key₂ >, \delta Q) ;
\end{verbatim}

Step 3:

Find out the value of \( \delta Q \) which has the most vertices

Reduce:

\begin{verbatim}
int maxValue = 0
while(value.hasNext())
\end{verbatim}
\end{verbatim}
Repeat the Step 1 to Step 3, until the X value is no longer increases.

3. The Comparison Algorithm with this Article

We chose one algorithm from each of the algorithm classes outlined in Section 3 to illustrate the different design choices and problems that can arise when adapting scientific computing problems to the Hadoop MapReduce framework. These algorithms are:

A. Partitioning Around Medoids (PAM).
B. Clustering Large Application (CLARA1).
C. Clustering Large Application (CLARA2).

3.1. Partitioning Around Medoids

The PAM clustering algorithm [16] is not sensitive to noise and outlier data, and the input sequence of cluster and cluster data is irrelevant which is found by this algorithm. The PAM algorithm can handle different types of data points. The basic idea of the algorithm is that in order to find the K cluster, the PAM cluster algorithm to define an object for each cluster. This object is known as the center, it is the object in the cluster's center position. When the k center point is selected, the residual n-k (n is the number of data objects) non selected objects are included in the selected object from its recent representative cluster. In order to find out the K centers, the algorithm first randomly selected K objects. Then, we use a non selected object X to replace a selected object Y at each step, if such a replacement can improve the clustering quality.

- Map:
  - Find the closest medoid and assign the object to its cluster.
  - Input: (cluster id, object).
Output: (new cluster id, object).

• Reduce:
  • Find which object is the most central and assign it as a new medoid to the cluster.
  • Input: (cluster id, (list of all objects in the cluster)).
  • Output: (cluster id, new medoid).

3.2. Clustering Large Applications

In order to deal with the large amount of data, Kaufman and Rousseeuw proposed K medoid algorithm (CLARA) [17]. CLARA is not found representative objects from the whole data. It is found representative objects from the sample dataset. Then, it select the center point from the sample calculation method for replacement costs. If the sample is randomly selected, it should represent the original data set. However, the algorithm does not guarantee a sample which is truly random. The quality of clustering is that all objects of data set on the average non similarity, not just the sample of these objects on the average non similarity. In order to achieve better approximation, the best clustering is used as the output.

First CLARA MapReduce job:
• Map:
  • Assign a random key to each object.
  • Input: (key, object).
  • Output: (random key, object).
• Reduce:
  • Read first n objects, which are sorted in the ascending order of the keys. Because the keys were assigned randomly, the order of the objects is random after sorting. Perform PAM clustering on the n objects to find k different candidate medoids.
  • Input: (key, list of objects).
  • Output: (key, list of k medoids).

Second CLARA MapReduce job:
• Map:
  • For each object, find the closest medoid and calculate the distance from it. For each object, this is done as many times as there were candidate sets of medoids, and one output is generated for each.
  • Input: (cluster, object).
  • Output: (candidate set id, distance from the closest medoid) [One output for each candidate set]
• Reduce:
  • Sum the distances with the same candidate set id.
  • Input: (candidate set id, list of distances).
  • Output: (candidate set id, sum (list of distances)).

From the experiment results (Tables 2, 3 and Figs. 2, 3) it is possible to see that the CLARA MapReduce algorithm works much faster than PAM.

4. The Simulation and Conclusion

The performance of parallel computing can be measured through its speedup and scalability. [18-20]. The speedup is the performance improvement that is obtained by the
parallel computing to reduce the running time. It is an important index to verify the performance of parallel computing. The formula is \( Sp = \frac{Ts}{Tp} \), where the \( Ts \) denotes the calculation time of serial algorithm (i.e., in a single node), and \( Tp \) denotes calculation time of parallel algorithm (i.e., in the same \( p \) node). The acceleration is bigger, the consumption of relative time of parallel computing is less, and the parallel efficiency and performance improvement is higher.

We continuously give four tables and four graphs as below. They are the test results in the different number of nodes of the four algorithms.

**Table 1. Run Times for the Newman in MapReduce**

<table>
<thead>
<tr>
<th>Unknowns</th>
<th>24</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>4000</th>
<th>6000</th>
<th>8000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 node</td>
<td>260</td>
<td>263</td>
<td>335</td>
<td>645</td>
<td>1955</td>
<td>3752</td>
<td>7561</td>
</tr>
<tr>
<td>2 nodes</td>
<td>256</td>
<td>260</td>
<td>287</td>
<td>505</td>
<td>1352</td>
<td>2489</td>
<td>4425</td>
</tr>
<tr>
<td>4 nodes</td>
<td>255</td>
<td>245</td>
<td>291</td>
<td>358</td>
<td>778</td>
<td>1403</td>
<td>2358</td>
</tr>
<tr>
<td>8 nodes</td>
<td>249</td>
<td>252</td>
<td>288</td>
<td>387</td>
<td>569</td>
<td>856</td>
<td>1562</td>
</tr>
<tr>
<td>16 nodes</td>
<td>229</td>
<td>238</td>
<td>268</td>
<td>300</td>
<td>338</td>
<td>268</td>
<td>954</td>
</tr>
</tbody>
</table>

**Table 2. Run Times for the PAM in MapReduce**

<table>
<thead>
<tr>
<th>Objects (thousand)</th>
<th>10000</th>
<th>25000</th>
<th>50000</th>
<th>75000</th>
<th>100000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 node</td>
<td>1425</td>
<td>1466</td>
<td>3125</td>
<td>3785</td>
<td>7003</td>
</tr>
<tr>
<td>2 nodes</td>
<td>1154</td>
<td>1852</td>
<td>1995</td>
<td>2158</td>
<td>6251</td>
</tr>
<tr>
<td>4 nodes</td>
<td>811</td>
<td>793</td>
<td>1258</td>
<td>2368</td>
<td>2685</td>
</tr>
<tr>
<td>8 nodes</td>
<td>635</td>
<td>631</td>
<td>1325</td>
<td>1157</td>
<td>1774</td>
</tr>
<tr>
<td>16 nodes</td>
<td>288</td>
<td>512</td>
<td>427</td>
<td>788</td>
<td>1121</td>
</tr>
</tbody>
</table>

**Table 3. Run Times for the CLARA1 in MapReduce**

<table>
<thead>
<tr>
<th>Objects (thousand)</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>5000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 node</td>
<td>125</td>
<td>126</td>
<td>138</td>
<td>177</td>
<td>275</td>
<td>882</td>
<td>1658</td>
</tr>
<tr>
<td>2 nodes</td>
<td>80</td>
<td>88</td>
<td>90</td>
<td>153</td>
<td>231</td>
<td>512</td>
<td>814</td>
</tr>
<tr>
<td>4 nodes</td>
<td>60</td>
<td>66</td>
<td>72</td>
<td>125</td>
<td>133</td>
<td>342</td>
<td>475</td>
</tr>
<tr>
<td>8 nodes</td>
<td>52</td>
<td>66</td>
<td>61</td>
<td>124</td>
<td>132</td>
<td>253</td>
<td>325</td>
</tr>
<tr>
<td>16 nodes</td>
<td>44</td>
<td>50</td>
<td>58</td>
<td>100</td>
<td>102</td>
<td>121</td>
<td>168</td>
</tr>
</tbody>
</table>

**Table 4. Run Times for the CLARA2 in MapReduce**

<table>
<thead>
<tr>
<th>Objects (thousand)</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>5000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 node</td>
<td>112</td>
<td>123</td>
<td>134</td>
<td>172</td>
<td>276</td>
<td>882</td>
<td>1658</td>
</tr>
<tr>
<td>2 nodes</td>
<td>80</td>
<td>88</td>
<td>95</td>
<td>153</td>
<td>235</td>
<td>518</td>
<td>817</td>
</tr>
<tr>
<td>4 nodes</td>
<td>60</td>
<td>66</td>
<td>72</td>
<td>124</td>
<td>134</td>
<td>343</td>
<td>476</td>
</tr>
<tr>
<td>8 nodes</td>
<td>53</td>
<td>65</td>
<td>67</td>
<td>125</td>
<td>132</td>
<td>253</td>
<td>324</td>
</tr>
<tr>
<td>16 nodes</td>
<td>45</td>
<td>51</td>
<td>57</td>
<td>98</td>
<td>99</td>
<td>115</td>
<td>151</td>
</tr>
</tbody>
</table>
Figure 3. Speedup for Conjugate Gradient Algorithm with Different Number of Nodes

Figure 4. Parallel Speedup for PAM with Different Numbers of Nodes
Figure 5. Parallel Speedup for the CLARA Algorithm with Different Number of Nodes

Figure 6. Parallel Speedup for the Integer Factorization with Different Numbers of Nodes
Regardless of the problems encountered, all implemented algorithms were able to achieve speedup from using multiple nodes, as shown in the Figure 7, with NM algorithm having the best and PAM the worst speedup in our tests.

In this paper, by using the Newman algorithm for parallel study, and the algorithm compared with the other three algorithms. The test results show that the parallel algorithm of error rate is smaller, and it has very good validity. Especially, the dataset size is bigger, the efficiency will be higher.
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