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Abstract

Noar and Shamir presented the concept of visual cryptography. Many researches following it go down the same track: to expand the secret pixels to blocks. As a result, the size of the secret image becomes larger, and the quality of the expanded secret image becomes worse. In order to prevent the pixels from expanding, Yang has proposed his probability-based visual secret sharing scheme, where the concept of probability is employed to pick out pixels from the black or white sets. In this paper, we shall propose a new scheme that is a modified version of Yang’s scheme. Our experimental results show that we can obtain better recovered image quality with high contrast.

1. Introduction

In the realm of image-hiding techniques, there exists a special topic of research called visual cryptography [4], which can be traced back to Noar and Shamir in 1994. The main feature of visual cryptography is that the hidden message can be revealed by overlaying transparencies together, where the transparencies appear to be composed of nothing but random dots. This means people can simply use their eyes to decode the information directly once the transparencies are stacked up together.

A common trick Noar and Shamir’s method and its successors play [2, 3] is that the secret pixels must be expanded into blocks. It goes without saying that the expanded image becomes bigger than the original binary image. Moreover, the expanded image may become significantly different from the original binary image. In order to prevent the binary image from expanding, Yang proposed his visual sharing scheme with a probabilistic method [6]. Following Yang’s method, the secret binary image can be distributed to certain number of camouflage transparencies. After stacking the transparencies, the secret image can be visually revealed. The size of the secret image is the same as that of the original binary image. Moreover, the recovered secret image is more similar to the original binary image.
Although visual cryptography has become a focus of research in the field of secret image protection, there are still some practicality problems left unsolved. For one thing, the camouflage image must be printed on transparencies so that the transparencies can be stacked together to reveal the secret image. However, it is usually not a very convenient thing to carry transparencies around. If the camouflage images were printed on paper or stored in the cell phone, then it would not cause too much trouble. Nevertheless, nothing can be revealed when camouflage images printed on paper are stacked together, and nor can they be stacked together to reveal the secret image on the screen of a cell phone. Another drawback is that the camouflage transparencies must be stacked and aligned with extreme precision. When the camouflage transparencies are not put together exactly in position, the secret image cannot be revealed. Finally, when the scheme is applied on the computer, the stacking action is simulated by using the OR-ed operator. That is, if there exists any pixel whose color is black, the final color of the stacked pixel will also be black.

In this paper, instead of the OR-ed operator, we decide to use the MODULE operator. Moreover, the camouflage images are stored in a low computation device (such as cell phone or PDA). When a certain number of persons want to work together and recover the secret image, they just show their cell phones and transmit the camouflage images to each other by using infrared rays. By using the MODULE operator, our method can give better image quality than Yang’s method, which our experimental results will demonstrate later.

The rest of this paper is organized as follows. To begin with, we shall review Yang’s method in Section 2. Then, we will continue to present our method in Section 3. In Section 4, we shall offer our experimental results to demonstrate the effectiveness of our new method. Finally, the conclusions will be given in Section 5.

2. Related Works

In this section, we will briefly review the visual sharing scheme with a probabilistic method developed by Yang [6]. In the remaining parts of this paper, we shall refer to this probabilistic visual sharing scheme as PVSS.

PVSS mainly works by applying different white pixel appearance probabilities in white areas and black areas to form different degrees of darkness. The white pixel appearance probability in a white area is greater than that in the black area, and that is why we can distinguish a white area from a black area. Here, we use \( P_w \) to denote the appearance probability of white pixel in the white area, and \( P_b \) to denote the appearance probability of white pixel in the black area.

Since the \((t, n)\) PVSS scheme functions on the basis of the appearance probability of white pixel in the “white area” and “black area”, the \((t, n)\) PVSS scheme uses two sets, the white set \( S_w \) and the black set \( S_b \). The white set, as well as the black set, is composed of a collection of \( n \times 1 \) matrices. Here we define an \( n \times 1 \) matrix as \( A = [a_i] \), where \( a_i = 1 \) indicates that the pixel in the \( i \)-th shadow is a black pixel, and \( a_i = 0 \) means that the pixel in the \( i \)-th shadow is a white pixel.

Yang’s PVSS scheme also provides a transferred function \( T(\bullet) \). This transferred function can easily construct the \((t, n)\) PVSS scheme from conventional \((t, n)\) VSS schemes [1, 5]. In a conventional VSS scheme, two Boolean matrices, namely a white
matrix and a black matrix, are typically used. To form a PVSS scheme, the white matrix and black matrix of the conventional VSS scheme can be directly transferred to the white set and black set of the PVSS scheme, respectively. The method here is to transform an $m \times n$ matrix to a set of “$m$” $n \times 1$ column matrices.

Then, let us see how the PVSS scheme works. First, the construction steps are as follows.

**Input:** A binary secret image $I$

**Output:** $n$ shadow images

**Step 1.** Take a pixel $g_x$ from the secret image $I$, where $x$ denotes the current position. If the pixel $g_x$ is a white pixel ($g_x = 0$), an $n \times 1$ matrix $A$ is randomly picked out from the white set $S_w$. If the pixel $g_x$ is a black pixel ($g_x = 1$), the $n \times 1$ matrix $A$ is picked out from the black set $S_b$.

**Step 2.** For every column value $c_i$ in the matrix $A$, where $1 \leq i \leq n$, if $c_i$ is 0, the pixel at the same position $x$ in the $i$-th shadow image is represented by a white pixel. If $c_i$ is 1, the pixel is represented by a black pixel. This way, the same position $x$ of $n$ shadow images can be constructed.

**Step 3.** Repeat Step 2 and Step 3 until all pixels have been processed.

Finally, let us observe how the PVSS scheme recovers the sharing secret image. When shadow images $i_1, i_2, \ldots, i_r$ are to be stacked together, where $1 \leq r \leq n$, Yang’s scheme uses a so-called stacking operation to put together the shadow images. This stacking operation is executed by OR-ed operations, and it can be represented by $U(V) = i_1 \lor i_2 \lor \ldots \lor i_r$. Here $V$ is a column vector $i_1, i_2, \ldots, i_r$ and “$\lor$” denotes the OR-ed operation. Then, the secret image can be recovered according to the above-mentioned stacking method.

### 3. The Proposed Method

In this section, we shall present our method. The details of our proposed scheme are as follows.

#### 3.1. Constructed method

Assume that we have a secret image $I$, which is made up of a collection of black and white pixels, and we have a construction composed of two sets, the white set $S_w$ and the black set $S_b$. Different $(t, n)$ thresholds have different constructions. The construction method is as follows.

First, there is raster scanning done to image $I$. For each pixel, we judge the color of this pixel. If the color is white, it means that we must use the white set to construct the color of the pixel in the same position for $n$ shadow images. If the color is black, we use the black set to construct the $n$ shadow images. The trick here is that we randomly choose one matrix $A = [a_i]$, where $1 \leq i \leq n$, from the white set (or black set), and then
the pixel color for these $n$ shadow images is decided according to each column value $a_i$ of matrix $A$. Say, if $a_i = 1$, the pixel in the $i$-th shadow will come out to be black. Otherwise, if $a_i = 0$, the pixel in the $i$-th shadow will turn out to be white. An example is shown in Figure 1.

As Figure 1(a) reveals, when the sharing secret pixel is black, we randomly choose one matrix $A$ from the black set $S_b$, and then we randomly pick out one column value to represent a pixel of one shadow image. After that, we choose the second column value to represent a pixel of shadow 1, choose the third column value to represent a pixel of shadow 2, and choose the first column value to represent a pixel of shadow 3. The result of the construction is shown in Figure 1(c).

3.2. Stacked method

We use raster scanning on every shadow image to recover the secret image. For each pixel in the same position in every shadow image, we recover the secret pixel in the secret image in the same position by using our proposed stacking operation $D(\bullet)$. This stacking operation is executed by modular operations as follows,

$$D(V^{'}) = \begin{cases} 
(s_1 + s_2 + \ldots + s_r) \mod 2 & \text{if } r = t, \\
(s_1 + s_2 + \ldots + s_r) \mod (2 + r - t) & \text{if } r > t.
\end{cases} \tag{1}$$
Here $V'$ is the $r$-tuple column vector, where $1 \leq r \leq n$, which contains $s_1, s_2, \ldots, s_r$. These $s_1, s_2, \ldots, s_r$ denote the values of the pixels in each shadow image $i$, where $1 \leq i \leq r$. If a pixel in the shadow image $i$ is white, the value $s_i$ is 0. If the pixel is black, $s_i$ is 1.

In our stacking operation, we first determine whether the number of stacked shadow images is greater than or equal to $t$. If the number of stacked shadow images is equal to $t$, we adopt the modulus of 2. Otherwise, in case the number of stacked shadow images is greater than the value $t$, we adopt the modulus of $(2 + r - t)$. Then, we add up all the shadow images we want to stack and obtain the value $D(V')$ after the modulus. If the value $D(V')$ is equal to zero, it means that the pixel of the recovered secret image is white; otherwise, if the value $D(V')$ isn't equal to zero, then the pixel is colored black. The flowchart of the stacking process is shown in Figure 2.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig2.png}
\caption{Our stacked method}
\end{figure}

**Example:** Going on with the above example, we would like to recover the secret image of the $(2, 3)$ threshold. That is, we have $n=3$ and $t=2$ here. There are three shadow images, which are shown in Fig 5(a), and the recovery process is illustrated in Figs. 3(b)-(c). Figs. 3(d)-(e) show the results of our stacking operation.

4. Experimental results

In this section, we shall present our experimental results and show how effectively and efficiently our modular operation can produce shadows and recover the recovered
image. Figure 3 shows the original binary image, the $512 \times 512$ Lena image, and the $300 \times 200$ CCU image we want to share. The following are our experimental results on the (2, 3) threshold schemes.

The experimental results of our (2, 3) threshold scheme are shown in Figure 4 and Figure 5. Figure 4 shows the shadow images produced by our proposed method and PVSS for the CCU logo. Figure 5 shows the shadow images produced by our proposed method and PVSS for the Lena image.
The experimental results with our proposed stacking method are shown in the above-mentioned figures. As for the security of our proposed method, it will be discussed in the next section.

5. Conclusions

In this paper, we have presented a new \((t, n)\) threshold scheme. The design of our new scheme is based on the framework of the PVSS scheme, and only simple operations are used in the stacking process to obtain better image quality. Our experimental results seem good. As we can conclude that our proposed scheme is indeed applicable to modern mobile devices.
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