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Abstract

With the development of the networks, the security of computer networks is becoming more and more serious. The information openness, sharing and interconnection are three important characteristics of computer networks. However, the amounts of intruders and attackers have been grows with the popularization of computers. Therefore, the focus of network security is preventing systems from being invaded effectively. Intrusion detection as a key technology of network security active defense system is designed to distinguish normal behaviors and attack behaviors. Intrusion detection is divided into misuse detection and anomaly detection, and using clustering algorithm is one of the most effective methods for anomaly detection. In this paper, a clustering algorithm based on fast search and find of density peaks is used to distinguish the normal and abnormal network connections to achieve the purpose of anomaly detection. The performance of the algorithm is tested by a data set selected from KDD CUP99. Experiment results show that this algorithm is more suitable than the traditional K-means in data sets containing a large amount of data and uneven density distribution.
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1. Introduction

In April 1980, Anderson issued a report for US Air Force entitled “Computer Security Threat Monitoring and Surveillance” [1]. He first proposed the concept of intrusion detection, and divided this thread into three types, including external penetration, internal penetration and illegal behavior. Then he proposed the theory of using audit tracking data to monitor intrusion activities.

Intrusion detection is the key technology of network security active defense system, which is designed to detect and classify the behaviors of networks and hosts. It checks the networks and systems whether there are behaviors of violating the security policy and signs of being attacked by collecting and analyzing the information of network behavior, security log, audit data and some key points in computer system.

Intrusion detection, as a proactive security technology, provides real-time protection against internal attacks, external attacks and false operation and it can intercept and response to intrusion before the network system is endangered. As a result, it is considered as the second security gate after the firewall to monitor the network without affecting the performance of the network. Intrusion detection is implemented by the following tasks: monitoring, analyzing the activities of user and system, auditing system structure and weaknesses, identifying the modes of attacks and sending warning to the relevant persons, analyzing abnormal behavior patterns, evaluating the integrity of the system and data file, and identifying the behaviors against security policies.
Intrusion detection is an effective supplement of the firewall, which helps the system to deal with the network attacks, extends the security management capabilities of the system (including security audit, surveillance, attack identification and response), and improves the integrity of the information security infrastructure.

In terms of a successful intrusion detection system, it can not only make the system administrators to understand any changes in the network system (including procedures, documents and hardware equipment, etc.), but also provide a guide to the development of network security policy. The more important thing is that it should be managed and configured easily so that people who do not have enough related knowledge can easily obtain a system with full security protection. Moreover, the scale of intrusion detection should be changed by the network threat, system structure and security needs. Intrusion detection system need to make a correct response in time after identifying the network have a breach, including cutting off the network connection, recording events and alarms, etc.

From different aspects, intrusion detection system can be classified as follows [2]:

(1) According to the detecting methods, it can be divided into anomaly detection and misuse detection. The anomaly detection is using the information of the normal behavior from the monitoring system as the basis of the intrusion detection system. The misuse detection is using the information of attacks that have been known (knowledge, pattern, etc.) to detect the intrusion and attack.

(2) According to the different sources of data, it can be divided into the intrusion detection based on hosts and that based on networks.

(3) According to the different response to attacks of the intrusion detection system, the intrusion detection system can be divided into active intrusion detection system (real-time intrusion detection system) and passive intrusion detection system (IDS). The active intrusion detection system can detect the vulnerabilities in the target system, automatically fix the vulnerabilities in the target system, and force suspicious users (possible intruders) to exit the system or close the related services. However, the passive intrusion detection system just warns to system security administrators and administrators decide to use some methods to deal with the attacks.

Anomaly detection is a popular topic in current intrusion detection research field. The main methods are collecting a lot of normal event data to establish the model of normal activities, and calculating the offset of current event data and normal model. The activity will be considered as abnormal activity if the offset exceeds the preset threshold [3]. This paper is using clustering algorithm to realize the purpose of anomaly detection.

2. Application of Clustering Analysis in Network Intrusion Detection

In recent years, data mining [4] is one of the new application technologies and draws much attention. It melds different methods and technologies from different fields, such as artificial intelligence, statistics, database, machine learning and so on. It can use analytical tools to extract some useful and potential information from a large amount of data. People can use this technology to find out interesting information for industry, finance and other fields. In network security, data mining is also a useful method of botnets detection [5, 6]. A new technology, SVM (support vector machine), is used in different fields, such as intrusion detection, botnets detection and so on [7, 8].

Intrusion detection process is the process of using the large amount of collected data, such as host system log, audit records and network data packet, etc, and analyzing this data to find intrusions and anomalies. From the aspect of data, intrusion detection process is a process of data analysis. Therefore, we can use data mining to analyze the large amount of data, extract enough adequate and potential information, and abstract an effective model to compare and determine the characteristics of the intrusion detection.
Clustering analysis is an important method in data mining, which has no supervision. It can divide event data into several groups or clusters. The data in each cluster is highly similar to each other. Because of this characteristic, cluster analysis is suitable for anomaly detection. By using proper clustering algorithm, the normal behaviors and abnormal behaviors are clustered into their respective clusters.

Unsupervised anomaly detection based on clustering analysis is one of the main research methods in intrusion detection. This intrusion detection method can detect unknown intrusions quickly from the data. It assumes that the normal data in the network is much more than the abnormal data, and the difference between normal data and abnormal data is obvious. Specific detection process is as follows:

Step 1: The collection of network data. Firstly, monitoring and detecting the network data, using packet capture tools to collect original data (mainly the connection records), and standardizing data.

Step 2: The standardization of collected data. The collected data often contain a variety of data formats and noises, so it is necessary to make it standardized and transform it into uniform data format which is suitable for analysis. Through this step, it can improve data quality and reduce false positive rate.

Step 3: Clustering analysis. After the standardization of data, we get the data sets that can be used for clustering analysis. This step needs to select the appropriate clustering algorithm to analyze, classify the data sets, and distinguish the normal and abnormal records.

Step 4: The optimization of the initial clustering set. In step 3, the initial clusters are obtained, and the normal and abnormal records are classified into different clusters. This step optimizes the initial clustering results, puts records that are similarly with each other into one cluster, and marks the cluster whose data size is larger as normal cluster.

Step 5: Real-time intrusion detection. According to the optimization results of step 4, intrusion detection is carried out. And it makes the corresponding processing according to the results, such as alarm processing.

3. Researches on Clustering Algorithm

In the clustering algorithms commonly used, hierarchical clustering algorithm complexity is too high, and may be clustered into a chain. Traditional K-means algorithm needs to set the value of parameter K and determine the clustering centers. The setting of these parameters has a decisive impact on the clustering results. Therefore, the relevant researchers have proposed many improved algorithms.

In paper [9], researchers choose more suitable clustering centers by using an improved K-means algorithm to improve the weighted Euclidean distance formula. The information entropy theory is introduced into the unsupervised clustering algorithm. It proposes a new method of similarity calculation and the selection of the initial clustering center, and this algorithm is applied to anomaly detection. The method first filters the data set to reduce the isolated points in order to reduce the negative impact of these isolated points on clustering results. Second, it uses the algorithm based on the most large distance selection to choose the initial clustering centers, and introduces the method of information entropy to define a property weighted Euclidean distance. This weighted Euclidean distance is used to calculate the similarity in the whole clustering process. Last, the records are divided into different clusters in the iterative process.

Researchers get better results through the combination of simulated annealing algorithm and clustering algorithm in paper [10]. The simulated annealing algorithm was first introduced by N. Metropolis in 1953. But until 1983, Kirkpatrick used this algorithm to solve combinatorial optimization problems, and mainly to find the best solution to problems. Simulated annealing algorithm determines whether to accept the transfer from
the current solution to the new solution by the transfer probability relative to Metropolis criteria. At the beginning, the control parameter T has a larger value, and this parameter T will decrease slowly after enough transfers. It repeats this process until meeting a certain stopping criterion. Therefore, simulated annealing algorithm can be considered as the iteration of Metropolis algorithm used to control parameter decreasing. Simulated annealing algorithm is an effective algorithm to solve combinatorial optimization problems. It is used widely in different fields, such as optimal control, machine learning, neural network and other problems of local optimization. K-means clustering algorithm can be considered as the problem of optimization in fact, so simulated annealing algorithm can be used to optimize K-means, and solve the limitation of K-means. In this way, the algorithm can jump out of the local optimal solution and achieve the global optimal solution.

In the traditional K-means algorithm, there are some problems affect the clustering results, including isolated points, the setting of parameters and the selection of initial clustering points. The paper [11] improves the treatment of isolated points and the methods to determine initial clustering points, and researchers apply the improving algorithm in anomaly detection. In this paper, an algorithm of clustering by density peaks is used to select clustering centers just by calculating the distance of each point. By using this algorithm, we cluster normal networks and abnormal networks into different clusters and achieve the purpose of anomaly detection.

4. A Clustering Algorithm using in Anomaly Detection

4.1. Clustering by Fast Search-and-Find of Density Peaks

K-means [12] is a kind of indirect clustering algorithm based on the similarity measure between samples, which belongs to non supervised learning algorithm. This algorithm uses parameter K as the number of clusters, and divides N samples into different clusters, so that the samples in each cluster has a high degree of similarity, and the similarity between each cluster is lower. The similarity is calculated according to the average value of the objects in a cluster which is regarded as the center of the cluster. This algorithm first randomly selects K samples, and each of them represents the center of a cluster. For other sample, they are assigned to the most similar cluster according to the distance between samples and the cluster centers. Then, it calculates the new center of each cluster, and repeats the above process until the criterion function converges. However, the traditional K-means cannot detect the data with non spherical distribution.

DBSCAN (Density-Based Spatial Clustering of Applications with Noise) is a representative clustering algorithm based on density. It defines clusters as the largest collection of the density connected points. It can divide clusters with high density and can cluster arbitrary shape distributions. DBSCAN needs two parameters, the scanning radius (EPS) and the minimum number of points (MINPDS). It begins with choosing an unvisited point arbitrarily and find out all the points within the distance of EPS. If the number of points in the vicinity is not less than MINPDS, this point and all the points nearby form a cluster and are marked as visited. Otherwise, the point is marked as noise point. Then, it handles all the unvisited points to expand the clusters. However, DBSCAN is very sensitive to the parameters users defined, and subtle differences may lead to very different results. The choice of parameters has no rules to follow, and it can only rely on experience to determine.

Rodriguez, Alex and Laio Alessandro propose a new clustering algorithm based on fast search- and-find of density peaks [13]. It is assumed that a clustering center has higher local density than other points around it, and the distance between these points and this clustering center is more recent than the other clustering centers. The main calculation formulas of this algorithm are:
Each point needs to calculate two parameters, $\rho$ and $\delta$. Parameter $\rho$ is the local density, and parameter $\delta$ is the minimum distance between this point and other points which have higher local density. The local density is defined as:

$$\rho_i = \sum_j \chi(d_{ij} - d_i^c)$$

(1)

If $x < 0$, $\chi(x) = 1$, else $\chi(x) = 0$. The parameter $d_c$ is a radius to calculate the local density. The paper sort the distances between each point from low to high and choose the distance which is in the position of 20% of the total as the value of $d_c$.

The value of $\delta_i$ is defined as:

$$\delta_i = \min_{\rho_j > \rho_i}(d_{ij})$$

(2)

As the point which has the maximum local density, $\delta$ is the maximum distance between it and other points.

$$\delta_i = \max(d_{ij})$$

(3)

We can select proper points as clustering centers by calculating $\rho$ and $\delta$. Clustering centers should have relatively higher $\rho$ and higher $\delta$. As for isolated points, they have higher $\delta$ but lower $\rho$.

In this algorithm, we do not use a noise-signal cutoff. We find for each cluster a border region, defined as the set of points assigned to that cluster but being within a distance $d_c$ from data points belonging to other clusters, and find the point of highest density within its border region for each cluster. The parameter $\rho_b$ is the density of that point. The point of the cluster whose density is higher than $\rho_b$ are considered part of the cluster core, and the others are considered part of the cluster halo.

### 4.2. Comparison and Analysis

In this paper, we first use two kinds of classical data sets to compare and analysis this clustering algorithm and traditional K-means. The concrete information of two data sets is shown in Table 1 and Table 2.

#### Table 1. Aggregation

<table>
<thead>
<tr>
<th>Label</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>45</td>
<td>170</td>
<td>102</td>
<td>273</td>
<td>34</td>
<td>130</td>
<td>34</td>
</tr>
</tbody>
</table>

#### Table 2. Spiral

<table>
<thead>
<tr>
<th>Label</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>101</td>
<td>105</td>
<td>106</td>
</tr>
</tbody>
</table>

In the experiment of Aggregation, we select the parameter $d_c$ from the position of 15% and calculate the local density and the minimum neighbor distance of each point, and use two values to establish two-dimensional coordinate department as Figure 1 shows.
In Figure 1, we can find some points with higher \( \rho \) and higher \( \delta \) and these points may be the clustering centers. Then, we assign other points to these clustering centers. The point in a cluster has the same label as the clustering center, and we compare the label of each point with that before clustering. The results of comparison are shown in Table 3.

**Table 3. The Comparison of Aggregation**

<table>
<thead>
<tr>
<th>Label</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>45</td>
<td>158</td>
<td>102</td>
<td>273</td>
<td>34</td>
<td>62</td>
<td>0</td>
</tr>
</tbody>
</table>

In Table 3, we count the number of points that can be correctly labeled. Then we use Aggregation to analyze K-means. The parameter K is 7 and the detailed clustering results is shown in Figure 2.
Then, we use Spiral to analyze these two algorithms. We select the parameter \( dc \) from the position of 50% and calculate the parameters \( \rho \) and \( \delta \) for establishing two-dimensional coordinate department as it is shown in Figure 3.

From Figure 3, we choose suitable points as clustering centers and assign points to each clustering center. Table 4 is the results of comparing the labels assigned with that before clustering.

<table>
<thead>
<tr>
<th>Label</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23</td>
</tr>
<tr>
<td>2</td>
<td>51</td>
</tr>
<tr>
<td>3</td>
<td>38</td>
</tr>
</tbody>
</table>

Table 4. The Comparison of Spiral
Likewise, we use Spiral to analyze K-means, and the number of clusters is 3. The results of K-means are shown in Figure 4.

<table>
<thead>
<tr>
<th>Time taken to build model (full training data)</th>
<th>0.02 seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>--- Model and evaluation on training set ---</td>
<td></td>
</tr>
<tr>
<td>Clustered Instances</td>
<td></td>
</tr>
<tr>
<td>0  100 (32%)</td>
<td></td>
</tr>
<tr>
<td>1  106 (34%)</td>
<td></td>
</tr>
<tr>
<td>2  106 (34%)</td>
<td></td>
</tr>
<tr>
<td>Class attribute: class</td>
<td></td>
</tr>
<tr>
<td>Classes to Clusters:</td>
<td></td>
</tr>
<tr>
<td>0  1  2 &lt;-- assigned to cluster</td>
<td></td>
</tr>
<tr>
<td>3  35  35</td>
<td>1</td>
</tr>
<tr>
<td>34  36  35</td>
<td>2</td>
</tr>
<tr>
<td>39  35  35</td>
<td>3</td>
</tr>
<tr>
<td>Cluster 0 &lt;-- 1</td>
<td></td>
</tr>
<tr>
<td>Cluster 1 &lt;-- 2</td>
<td></td>
</tr>
<tr>
<td>Cluster 2 &lt;-- 3</td>
<td></td>
</tr>
<tr>
<td>Incorrectly clustered instances: 205.0 65.7051%</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4. Second Results of K-means**

After getting the clustering results of two algorithms, we can calculate accuracy rate. The results are shown in Table 5. Algorithm 1 is the algorithm of clustering by density peaks, and Algorithm 2 is K-means.

<table>
<thead>
<tr>
<th>Accuracy Rate</th>
<th>Algorithm 1</th>
<th>Algorithm 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggregation</td>
<td>85.5%</td>
<td>78.3%</td>
</tr>
<tr>
<td>Spiral</td>
<td>35.9%</td>
<td>34.3%</td>
</tr>
</tbody>
</table>

From Table 5, we can see that algorithm 1 is more accurate than algorithm 2 for Aggregation. For Spiral, the accuracy of two algorithms is not high, but algorithm 1 is slightly better than algorithms 2.

In the experiment, the algorithm of clustering by density peaks relies on choosing the appropriate value of dc. We first use dc to calculate $\rho$ and $\delta$. Then, we use $\rho$ and $\delta$ as the horizontal and vertical coordinates to draw two-dimensional coordinates department, and select appropriate clustering centers.

### 5. Experiment and Result Analysis

In this experiment, data set directly choose from KDD CUP99. KDD CUP99 consists of 4898431 records, each of which is marked as normal or abnormal, with 3925650 abnormal records, including 22 types of attacks. These 22 attack types can be divided into four categories: DOS, R2L, U2R and Probing. Each record in KDD CUP99 has 41 attributes, and we ignore the first four attributes, and the remaining 37 attributes are used for anomaly detection.
In this paper, we use Accuracy Rate (AR), Detect Rate (DR) and False Positive Rate (FPR) to evaluate the clustering results. AR is the ratio of the amount of records which are correctly labeled and the total amount of data set. DR is the proportion of the total amount of records that are correctly detected as normal. FPR is the proportion of the total amount of records that are falsely detected as abnormal.

5.1. The First Experiment

In the first experiment, 300 records were extracted from KDD CUP99, the number of the class label which is normal, Neptune and back each are 100. The record with a class label of normal is normal data, and the other records are abnormal data. The detailed clustering results of each cluster are shown in Table 6.

Table 6. Clustering Results of Algorithm 1 in the First Experiment

<table>
<thead>
<tr>
<th>Label</th>
<th>Normal</th>
<th>Neptune</th>
<th>Back</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>99</td>
<td>75</td>
<td>100</td>
</tr>
</tbody>
</table>

Then, we use this data set to analyze K-means, and the clustering results of K-means are shown in Fig. 5.

After using this data set to analysis the algorithm of clustering by density peaks and K-means, the results are obtained as shown in Table 7.

Table 7. First Analysis Results

<table>
<thead>
<tr>
<th>Rate</th>
<th>Algorithm 1</th>
<th>Algorithm 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR</td>
<td>91.3%</td>
<td>100%</td>
</tr>
<tr>
<td>DR</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>FPR</td>
<td>1%</td>
<td>0</td>
</tr>
</tbody>
</table>

--- Model and evaluation on training set ---

Clustered Instances:

| 0 | 100 (33%) |
| 1 | 100 (33%) |
| 2 | 100 (33%) |

Class attributes: class
Classes to Clusters:

0 1 2 4 5
0 100 0 0 | 1
0 100 0 0 | 3
0 0 100 0 | 4
Cluster 0 4 5
Cluster 1 5 6
Cluster 2 4 7

Incorrectly clustered instances: 0.0 0 0

Figure 5. Results of K-means in the First Experiment

5.2. The Second Experiment

In the second experiment, we extract 1472 records from KDD CUP99, the amount of records with normal label is 700. The amount of records with Neptune label is 344, the amount of the other records with back label is 428. The two-dimensional coordinate department composed of the parameters $\rho$ and $\delta$ is shown in Fig.6. The detailed clustering results of each cluster are shown in Table 8.
Then, we use this data set to analyze K-means, and the clustering results of K-means are shown in Figure 7.

After using second data set to analysis these two algorithms, the results are obtained as shown in Table 9.

### Table 9. Second Analysis Results

<table>
<thead>
<tr>
<th>Rate</th>
<th>Algorithm 1</th>
<th>Algorithm 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR</td>
<td>76.6%</td>
<td>71.8%</td>
</tr>
<tr>
<td>DR</td>
<td>55.4%</td>
<td>55.4%</td>
</tr>
<tr>
<td>FPR</td>
<td>0%</td>
<td>0</td>
</tr>
</tbody>
</table>

In Table 7 and Table 9, algorithm 1 is the algorithm of clustering by density peaks, and algorithm 2 is K-means. The number of clustering centers is set to 3. As we can see from Table 7, when the amount of records is 300, algorithm 2 is better than algorithm 1, and algorithm 2 can accurately mark each record, and algorithm 1 will produce false positives.

From Table 9, we can see that, when we increase the amount of data set to 1472, the accuracy rate of algorithm 1 is higher than that of algorithm 2. These two algorithms have the same detection rate, and false positive rate. Algorithm 1 can divide Normal and Back, but algorithm 2 will divide points with the label of Back into two clusters. From Table 5, it can be seen that the accuracy rate of algorithm 1 is higher than that of algorithm 2 for data set with many attributes.
6. Conclusions

In this paper, the algorithm of clustering by fast search-and-find of density peaks is used to achieve the purpose of anomaly detection. The main method is using the hosts’ normal and abnormal network connection characteristics as the clustering object, and obtained the clustering centers through the set of parameters. This algorithm only considers the distance between each point, and has lower complexity than the traditional K-means.

We use a part of the records from KDD CUP99 to analysis the performance of two algorithms. In two experiments, we use different amounts of data set to test, and we can conclude that the algorithm of clustering by fast search-and-find of density peaks is suitable for the data set with a large number of records and obvious differences. The shortage of the algorithm is that the choice of clustering centers needs to be tried many times, and different clustering centers can lead to different results. How to choose more appropriate clustering centers will be the focus of the next research.
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