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Abstract

Fully homomorphic encryption (FHE) is a “holy grail” of cryptography. However, it is not yet adopted in practice because no known scheme is efficient. In this paper, we mainly focus on how to reduce the public key sizes in FHE. Based on Dijk et al.’s FHE scheme (DGHV) and Gentry’s fully homomorphic technology, we propose two schemes with shorter public keys by encrypting with a combination of the public key elements to replace a linear form in DGHV scheme and a quadratic form in Coron et al.’s scheme. Compared with DGHV scheme and Coron et al.’s scheme, our schemes can greatly reduce the public key sizes, which make our schemes more efficient. Furthermore, we prove the security of our schemes based on difficulties of the approximate greatest common divisor (AGCD) problem and the sparse subset sum problem.
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1. Introduction

Fully Homomorphic Encryption (FHE) has been referred to as a “holy grail” of cryptography. In a nutshell, a FHE scheme is an encryption scheme that allows evaluation of arbitrarily complex programs on encrypted data. The problem was suggested by Rivest, et al., [1] back in 1978, yet the first plausible candidate came thirty years later with Gentry’s breakthrough work in 2009 [2]. There has been partial progress in the meanwhile [3-13].

In encryption schemes, Bob encrypts a plaintext message to obtain a ciphertext. Alice decrypts the ciphertext to recover the plaintext. In FHE, parties that do not know the plaintext data can perform computations on it by performing computations on the corresponding ciphertexts.

A major application of FHE is to cloud computing. Alice can store her data in the cloud, for example, on remote servers that she accesses via the Internet. The cloud has more storage capabilities and computing power than does Alice, so when Alice needs computations to be done on her data, she would like those computations to be done by the cloud. However, Alice doesn’t trust the cloud. Her data might be sensitive (for example, Alice might be a hospital and the data might be patients’ medical records), and Alice would like the cloud to know as little as possible about her data, and about the results of the computations. So Alice sends encrypted data to the cloud, which can
perform arithmetic operations on it without learning anything about the original raw data, by performing operations on the encrypted data.

FHE can be used to query a search engine, without revealing what is being searched for (here, the search engine is doing the computations on encryptions of information that it doesn’t know).

1.1. Related Work

In [2], Gentry utilized ideal lattice to construct a FHE scheme, the scheme mainly used addition and multiplication over the ideal lattices of a polynomial ring, each cycle needs to calculate each element respectively, and it needs to deal with itself after calculating the matrix. In addition, each time it can only encrypt a single bit, thus the algorithm complexity is high and the practicality is not strong. According to Gentry’s ideas, Dijk, et al., described a FHE scheme over the integers [3], denoted by DGHV scheme. Compared with Gentry’s construction, this somewhat homomorphic scheme merely used addition and multiplication over the integers rather than working with ideal lattices over a polynomial ring [2]. The main advantage of the approach was the conceptual simplicity, namely all operations were done over the integers instead of ideal lattices. However, the public-key was in $O(\lambda^{10})$ which was too large for any practical system. Later, Coron, et al., improved the method of generating public keys of the DGHV scheme, they reduced the public key size of the somewhat homomorphic scheme (SWHE) from $O(\lambda^{10})$ down to $O(\lambda^7)$ in [4]. Namely they used a quadratic form in the public key elements, instead of a linear form in the DGHV scheme. Meanwhile, they require using an error-free $x_o$, where $x_o = q_o p$ , otherwise the error would grow too large. However, the security of this scheme was based on the partially approximate common divisors (PACD) problem rather than the AGCD problem. At Eurocrypt 2012, Yuanmi Chen and Phong Q. Nguyen described a faster algorithm for PACD problem in [5], the safety will suffer the serious threat for the scheme over the integers in [4].

1.2. Our Contributions

In this paper, we put forward two improved fully homomorphic encryption schemes over the integers with shorter public keys, the security of our schemes are based on both the AGCD problem and the sparse subset sum problem (SSSP). Our schemes reach the security level of the indistinguish ability against chosen ciphertext attacks (IND-CPA).

Firstly, we reduce the public key sizes of the somewhat homomorphic scheme in the DGHV scheme from $O(\lambda^{10})$ to $O(\lambda^{10} \log \lambda)$ and $O(\lambda^7)$ respectively. The main idea for the reduction of public key size is that storing only a smaller set and then generating the full public keys on the fly by adding all the elements of each combination in the set, that is, each public key is the sum of all elements of each subset of the small set. Moreover, we prove that our schemes are still semantically secure under the AGCD problem assumption. However, the SWHE schemes only supports a limited number of additions and multiplications on ciphertexts, since every ciphertext has noise and any homomorphic operation applied to ciphertexts increases the noise in the resulting ciphertext. Once this noise reaches a certain threshold, the resulting ciphertext can not be decrypted correctly; it will limit the degree of the polynomial that can be applied to ciphertexts. Secondly, we can squash the decryption circuit to get a bootstrappable scheme for our two SWHE schemes, and then invoke Gentry’s bootstrapping theorem to obtain a fully homomorphic public-key encryption schemes.
1.3. Organization

The rest of the paper is organized as follows: In Section 2, we recall some notations and definitions. In Section 3, we review somewhat homomorphic schemes in the DGHV scheme and design two somewhat homomorphic schemes (SWHE) over the integers with shorter public keys, and we also prove that our schemes are semantically secure based on the AGCD problem. In section 4, we make our two SWHE schemes fully homomorphic schemes with Gentry’s technique. In Section 5, concludes are given.

2. Preliminaries

For a real number \( z \), we denote by \( \lceil z \rceil \), \( \lfloor z \rfloor \), \( \lceil z \rceil \) the rounding of an up, down, or to the nearest integer. Namely, they are the unique integers in the half open intervals \( (z, z+1) \), \( (z-1/2, z+1/2) \) respectively. For a real number \( z \) and an integer \( p \), we use \( (z) \pmod{p} \) to denote the remainder of \( z \) with respect to \( p \). We also denote the remainder by \( [z]_p \) or \( (z \mod p) \) in this paper.

All logarithms in the text are base-2 unless stated otherwise. A homomorphic public key encryption scheme \( \varepsilon \) has four algorithms: the usual KeyGen, Encrypt, Decrypt, and Evaluate algorithm. The algorithm Evaluate takes as input a public key \( \text{pk} \), a circuit \( C \) and a tuple of ciphertexts \( c_1, c_2, \ldots, c_t \) (one for every input bit of \( C \)), outputs another ciphertext \( *c \).

**Definition 2.1 Correct Homomorphic Encryption**

The scheme \( \varepsilon = (\text{KeyGen}, \text{Encrypt}, \text{Decrypt}, \text{Evaluate}) \) is correct for a given \( t \)-input circuit \( C \) if for any key-pair \( (\text{sk}, \text{pk}) \) output by KeyGen(\( \lambda \)), any \( t \) plaintext bits \( m_1, m_2, \ldots, m_t \), and any ciphertexts \( c_1, c_2, \ldots, c_t \) with \( c_i = \text{Encrypt}(\text{pk}, m_i) \), it is the case that: \( \text{Decrypt}(\text{sk}, \text{Evaluate}(\text{pk}, C, (c_1, c_2, \ldots, c_t))) = C(m_1, m_2, \ldots, m_t) \). The circuit \( C \) is called a permitted circuit of the scheme \( \varepsilon \). We denote the set of this permitted circuits \( C \) by \( C_{\varepsilon}(\lambda) \).

**Definition 2.2 Fully Homomorphic Encryption (FHE)**

The scheme \( \varepsilon = (\text{KeyGen}, \text{Encrypt}, \text{Decrypt}, \text{Evaluate}) \) is fully homomorphic if any element of the permitted circuits set \( D_{\varepsilon}(\lambda) \) can be any circuit. In other words, \( \varepsilon \) is fully homomorphic if it correct for all boolean circuits, otherwise \( \varepsilon \) is a somewhat homomorphic encryption scheme (SWHE).

**Definition 2.3 Augmented Decryption Circuits**

Let \( \varepsilon \) be an encryption scheme, where decryption is implemented by a circuit that depends only on the security parameter. For a given value of the security parameter \( \lambda \), the set of augmented decryption circuits consists of two circuits, both of which take as input a secret key and two ciphertexts: one circuit decrypts both ciphertexts and adds the resulting plaintext bits mod 2, the other decrypts both ciphertexts and multiplies the resulting plaintext bits mod 2. We denote this set by \( D_{\varepsilon}(\lambda) \).

**Definition 2.4 Bootstrappable Encryption Scheme**

Let \( \varepsilon \) be a homomorphic encryption scheme, for each value of the security parameter \( \lambda \), let \( C_{\varepsilon}(\lambda) \) be a set of circuits with respect to which \( \varepsilon \) is correct. We say that the scheme \( \varepsilon \) is bootstrappable if \( D_{\varepsilon}(\lambda) \subseteq C_{\varepsilon}(\lambda) \) holds for every \( \lambda \).
Definition 2.5 AGCD problem over the integers
Given a list of approximate multiples of \( p \): \( \{ x_i = q_i p + r_i : q_i \in \mathbb{Z}, r_i \in \mathbb{Z} \}_{i=0}^{\tau} \), find \( p \).

3. Somewhat Homomorphic Encryption Scheme

In this section, we first recall the SWHE in the DGHV scheme over the integers [3], the scheme is based on the AGCD problem. Then, we give two improved SWHE schemes over the integers with shorter public keys. Finally, we prove that our schemes are semantically secure based on the AGCD problem.

The Scheme Parameters. Given the security parameter \( \lambda \), we use the following parameters [3]:

- \( \rho \) is the bit-length of the noise,
- \( \eta \) is the bit-length of the secret key.
- \( \gamma \) is the bit-length of the integers in the public key.
- \( \tau \) is the number of integers in the public key.
- \( \rho' \) is a secondary noise parameter used for encryption.

These parameters must satisfy the following constraints [3]:

- \( \rho \geq \eta \cdot \log \lambda \), to protect against brute-force attacks on the noise,
- \( \gamma \geq \rho + \omega(\log \lambda) \), in order to support homomorphic operations for evaluating the squashed decryption circuit,
- \( \tau \geq \gamma + \omega(\log \lambda) \), in order to use the leftover hash lemma in the reduction to AGCD problem,
- \( \rho' = \rho + \omega(\log \lambda) \) for the secondary noise parameter.

For a specific (\( \mu \)-bit) odd positive integer \( p \), we use the following distribution over \( \gamma \)-bit integers:

\[
\mathcal{D}_p \leftarrow \{ \mathcal{Z}_{p,\gamma} \in [0,2^{\gamma}/2^{\mu}), \mathcal{Z}_{p,\gamma} \in [-2^{\gamma},2^{\gamma}) \}.
\]

Output \( x = pq + r \).

3.1. SWHE Scheme in the DGHV Scheme over the Integers

The SWHE scheme is composed of four algorithms in [3]: \( \text{KeyGen}(\lambda) \), \( \text{Encrypt}(pk,m) \), \( \text{Decrypt}(sk,c) \) and \( \text{Evaluate}(pk,C,(c_1,c_2,\ldots,c_t)) \).

\( \text{KeyGen}(\lambda) \): Generate a random odd integer \( p \) with size \( \eta \) bits. For \( 0 \leq i \leq \tau \), sample \( x_i \leftarrow \mathcal{D}_{\gamma_{\rho}}(p) \). Repeat so that \( x_0 \) is the largest. Restart unless \( x_0 \) is odd and \( \lfloor x_0/p \rfloor \) is even. The public key is \( pk = \{ x_0,x_1,x_2,\ldots,x_\tau \} \) and the secret key is \( sk = p \).

\( \text{Encrypt}(pk,m \in \{0,1\}) \): Choose a random subset \( S \subseteq \{1,2,\ldots,\tau\} \) and a random integer \( r \in [-2^{\gamma},2^{\gamma}) \), output \( c = [m + 2r + 2 \sum_{i \in S} x_i]_p \).

\( \text{Evaluate}(pk,C,(c_1,c_2,\ldots,c_t)) \): Given the (binary) circuit \( C \) with \( t \) inputs, and \( t \) ciphertexts \( c_i \), apply the addition and multiplication gates of \( C \) to the ciphertexts, perform all the operations over the integers, and return the resulting integer.

\( \text{Decrypt}(sk,c) \): Output \( m' = (c \mod p) \mod 2 \). Note that since \( p \) is odd, we can replace the decryption with the formula \( m' = (c \mod 2) \oplus \lfloor c/p \rfloor \mod 2 \).
To satisfy these constraints the following parameter set is suggested in [4]:

\[ \rho = \lambda, \rho' = 2\lambda, \quad \eta = O(\lambda^2), \gamma = O(\lambda'), \tau = \gamma + \lambda = O(\lambda^2). \]

The public key size is \( O(\lambda^{20}) \). In practice, the size of the value \( x_i \) should be at least \( 2^{20} \) bits to prevent lattice attacks. Then, the public key size is at least \( 2^{40} \) bits, which is too large for any practical system.

Note that the scheme is a SWHE scheme and it is semantically secure under the AGCD assumption [3].

We recall that the noise of ciphertexts \( c \) is equal to \( c \mod p \). The decryption function outputs the correct plaintext if the ciphertext has noise at most \( p/2 \). However, the ciphertext outputted by a permitted circuit in \( \text{Evaluate}(pk, C, (c_1, c_2, \ldots, c_i)) \) algorithm has noise at most \( 2^{\eta + \tau} < p/8 \), so the bound \( 2^{\eta + \tau} < p/2 \) would suffice for correct decryption. Suppose the circuit \( c \) is represented by a multivariate polynomial \( f(x_1, x_2, \ldots, x_i) \), let \( d \) be its degree, then the degree \( d \) of the evaluate polynomial \( f \) must satisfy the following Equation (1), where \( \| f \| \) is the \( \log \) norm of the coefficient vector of \( f \) which is permitted polynomials (permitted circuits).

\[
\begin{align*}
\log p &- 4 - \log \| f \| \\
&\leq \eta + \frac{\log \log \| f \|}{2}.
\end{align*}
\]

In fact, too many multiplications or additions operated on ciphertexts make the noise greatly grow, which makes the decryption function no longer output the correct plaintext. The ciphertexts also blow up in size. This SWHE scheme is not fully homomorphic, but Dijk, et al., use Gentry’s bootstrapping techniques to turn it into a FHE scheme in [3].

3.2. Our SWHE Schemes over the Integers

In this section, we precisely describe four algorithms (KeyGen, Encrypt, Decrypt, Evaluate) in each our SWHE scheme with shorter public keys. Our two schemes are denoted by \( \epsilon^* \) and \( \epsilon^{**} \) respectively. Our schemes can reduce the public key size of the SWHE schemes from \( O(\lambda^{20}) \) down to \( O(\lambda^{16}) \) and \( O(\lambda') \) respectively. At the same time, \( x_0 \) does not effect the correct decryption for ciphertext as long as \( x_0 \) is odd and \( \lceil x_0 \rceil \) is even, thus we let \( x_0 \) to be initialized by an assignment in the public keys generation process, which can reduce the computation cost.

3.2.1. Two SWHE Schemes

3.2.1.1. Scheme One

KeyGen(\( \lambda \))

(1) Generate a random odd integer \( p \) of size \( \eta \) bits. Let \( x_0 \) be odd and \( x_0 = pq + 2r \), where \( q \) is a random integer of size \( \lambda \) bits and \( r \) is a random integer in \( [-2^\tau, 2^\tau] \).

(2) Generate integers \( x_i \) for \( 1 \leq i \leq \log \tau \), let \( x_i = pq_i + r_i \), where \( q_i \) is a random integer in \( \{0, 2^{-\log(5\log \lambda)}\}p \) and \( r_i \) is a random integer in \( [-2^{\log(5\log \lambda)}, 2^{\log(5\log \lambda)}] \).

(3) The public key is \( pk = \{x_0, x_1, x_2, \ldots, x_{\log \tau}\} \) and the secret key is \( sk = p \).
Encrypt \((pk, m \in \{0, 1\})\). Choose a random subset \(S \subseteq \{1, 2, \ldots, \tau\}\) and a random integer \(r\) in \((-2^\tau, 2^\tau)\), and output \(c = [m + 2r + 2 \sum_{i \in S} y_i]_p\), where \(y_i\) is the sum of all elements of each combination in \(r\) different combinations, \(r\) different combinations are generated from the \(\log \tau\) different numbers \(\{x_1, x_2, \ldots, x_{\#\tau}\}\).

Evaluate and Decrypt are the same as in the original scheme \(\varepsilon\).

\[3.2.1.2. \text{Scheme Two}\]

KeyGen (\(\lambda\))

1. Generate a random odd integer \(p\) of size \(\eta\) bits. Let \(x = pq + r\) where \(q\) is a random integer in \([2^\eta, 2^\eta/p)\) and \(r\) is a random integer in \([-2^\eta, 2^\eta)\). Let \(p\) be odd and \(x_0 = pq + 2r\) where \(q\) is a random integer of size \(\lambda\) bits and \(r\) is a random integer in \([-2^\lambda, 2^\lambda)\).

2. Generate integers \(x_i\) for \(1 \leq i \leq \log \tau\), let \(x_i = pq + r_i\) where \(q\) is a random integer in \([0, 2^{\log \log \lambda})\) and \(r_i\) is a random integer in \([-2^{\log \log \lambda}, 2^{\log \log \lambda})\).

3. The public key is \(pk = \{x_0, x_1, x_2, \ldots, x_{\#\tau}\}\) and the secret key is \(sk = p\).

Encrypt \((pk, m \in \{0, 1\})\). Choose a random subset \(S \subseteq \{1, 2, \ldots, \tau\}\) and a random integer \(r\) in \((-2^\tau, 2^\tau)\), and output \(c = [m + 2r + 2 \sum_{i \in S} (x - y_i)]_p\), where \(y_i\) is the sum of all elements of each combination in \(\tau\) different combinations, \(\tau\) different combinations are generated from the \(\log \tau\) different numbers \(\{x_1, x_2, \ldots, x_{\#\tau}\}\).

Evaluate and Decrypt are the same as in the original scheme \(\varepsilon\).

To satisfy these constraint conditions of the parameters, we can still take \(\rho = \lambda\), \(\eta = O(\lambda^2)\), \(\rho' = 2\lambda\), \(\gamma = O(\lambda^2)\) and \(\tau = O(\lambda^{\gamma})\) as in the original scheme \([3]\). In fact, \(y_i\) in the scheme \(\varepsilon'\) and \(z_i\) in the scheme \(\varepsilon''\) are equivalent to the public key \(x_i\) in the scheme \(\varepsilon\). Hence the public key size becomes \(O(\lambda \log \lambda)\) in the scheme one and \(O(\lambda^\gamma)\) in the scheme two instead of \(O(\lambda^2\log \lambda)\) in the DGHV scheme.

\[3.2.2. \text{Correctness}\]

Lemma 3.1 Two schemes are correct.

Proof. The correctness of the scheme one is obvious. We only prove the scheme two. Given ciphertext \(c\) and the secret key \(p\), it is easy to verify that \(\sum_{i \in S} y_i\) has general form \(\sum_{i \in S} y_i = pq_i + r_i\). To decrypt \(c\), one computes:

\[
\begin{align*}
   & c \mod p \mod 2 \mod 2 \\
   &= [(m + 2r + 2 \sum_{i \in S} (x - y_i)]_p \mod 2 \\
   &= [m + 2r + 2 \sum_{i \in S} y_i - kx_0]_p \mod 2 \\
   &= [m + 2r + 2 \sum_{i \in S} (pq_i + r_i) - 2(pq_i + r_i) - k(pq_i + 2r_i)]_p \mod 2 \\
   &= [m + 2r + 2 \sum_{i \in S} (x_i - r_i - kx_0) + p(2 \sum_{i \in S} (pq_i - 2q_i - kq_i)]_p \mod 2 \\
   &= m
\end{align*}
\]
Recall that here $m \mod p$ is an integer in $(-p/2, p/2)$. It requires the absolute value of the noise that $m + 2(r + [s]r_i - r_i - k'c_i)$ at most $p/2$, one can perform decryption correctly (make the equation (2) true).

It is clear that two schemes have homomorphic properties for two operations (addition and multiplication). But the noise will grow greatly along with the operations on ciphertext. Eventually the noise is so great that it is not possible to decrypt. The noise is linear increase and quadratic growth with additions and multiplications respectively. Thus, the evaluate effect of our two schemes is mainly the circuit depth (polynomial degree). To decrypt the ciphertext outputted by the circuit $C$ correctly, it requires the degree of the evaluative polynomial satisfies the inequality (1).

### 3.2.3. Security

As a matter of fact, $y_i$ in the scheme $\varepsilon^*$ and $x - y_i$ in the scheme $\varepsilon^{**}$ are equivalent to the public key $x_i$ in the scheme $\varepsilon$. So, we can reduce the security of our two schemes to the hardness of the approximate GCD problem as the original scheme $\varepsilon$.

**Lemma 3.2** $y_i$ (in the scheme $\varepsilon^*$) and $x - y_i$ (in the scheme $\varepsilon^{**}$) are equivalent to the public key $x_i$ in the scheme $\varepsilon$.

**Proof.** In the scheme $\varepsilon^*$, $y_i$ is the sum of all elements of each combination in $r$ different combinations, the $r$ different combinations are generated from the $\log r$ different numbers $\{x_1, x_2, \ldots, x_{\log r}\}$.

$$y_i = p q + q_i + r_i, \quad 1 \leq i \leq \log r$$

where $q_i$ is a random integer in $[0, 2^{\log (\log r)} / p)$ and $r_i$ is a random integer in $[-2^{\log (\log r)} + 1, 2^{\log (\log r)} - 1]$. We obtain:

$$y_i = p q + r, \quad q \in (0, 2^r / p) \quad \text{and} \quad r \in [-2^r, 2^r).$$

Therefore, $y_i$ is consistent with the public key $x_i = p q + r$, where $q \in (0, 2^r / p)$ and $r \in [-2^r, 2^r)$ in the scheme $\varepsilon$.

In the scheme $\varepsilon^{**}$,

$$x - y_i = p (q_i - q) + (r_i - r),$$

where $q_i \in Z \cap [2^r, 2^r / p)$, $r_i \in Z \cap [-2^{r-1}, 2^{r-1})$, $q \in Z \cap [0, 2^r)$, and $r \in Z \cap [-2^{r-1}, 2^{r-1})$, we obtain:

$$(q_i - q) \in (0, 2^r / p) \quad \text{and} \quad (r_i - r) \in [-2^r, 2^r).$$

Therefore, $x - y_i$ is consistent with the public key $x_i = p q + r$, where $q \in (0, 2^r / p)$ and $r \in [-2^r, 2^r)$ in the scheme $\varepsilon$.

The two improved schemes are semantically secure and we do not change the security of the original scheme $\varepsilon$. Similarly, we can reduce any attack problem for our schemes to the difficulty of solving AGCD problem, the proof is the same strategy as [3].

We now compare our improved schemes with two existing schemes [3, 4] in the following Table 1.
Table 1. The Comparison of Four Schemes

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Security level</th>
<th>Based on the difficult problem</th>
<th>Public key sizes</th>
<th>Secret key sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
<td>IND-CPA</td>
<td>AGCD</td>
<td>$O(\lambda^m)$</td>
<td>$O(\lambda^3)$</td>
</tr>
<tr>
<td>[4]</td>
<td>IND-CPA</td>
<td>PACD(no security)</td>
<td>$O(\lambda^3)$</td>
<td>$O(\lambda^3)$</td>
</tr>
<tr>
<td>Our scheme one</td>
<td>IND-CPA</td>
<td>AGCD</td>
<td>$O(\lambda^3 \log \lambda)$</td>
<td>$O(\lambda^3)$</td>
</tr>
<tr>
<td>Our scheme two</td>
<td>IND-CPA</td>
<td>AGCD</td>
<td>$O(\lambda^3)$</td>
<td>$O(\lambda^3)$</td>
</tr>
</tbody>
</table>

4. Making the Scheme Fully Homomorphic

We can make the two improved SWHE schemes fully homomorphic with Gentry’s approach [3]. Subsequently, we set our improved scheme two as an example to construct fully homomorphic encryption scheme from the SWHE scheme (our improved scheme two) that is bootstrappable.

According inequality (1) and the settings of parameters in §3.1, the degree of the evaluative polynomial (permitted circuits) is at most $\alpha \lambda \log \lambda$. However, our decryption function is more complex, due to $\lfloor \sum_{i=1,2,\ldots}^n x_i \rfloor$ has high computational complexity so that the decryption function does not belong to the permitted function of the scheme $\varepsilon'$. We use Gentry’s approach [14] to reduce the degree of polynomials required on operations by compressing the decryption function (circuit), and introducing another hardness assumption, namely the sparse subset sum problem (SSSP), which can make the SWHE scheme $\varepsilon'$ bootstrapped. Then we obtain a FHE scheme by bootstrap transformations which can handle Boolean circuits of any depth.

4.1. Compressing the Decryption Circuit

We follow the description of [3]. Three more parameters $\kappa$, $\Theta$ and $\theta$, which are functions of $\lambda$. Concretely, one uses $\kappa = \gamma \eta / \rho$, $\Theta = \omega(\lambda \log \lambda)$ and $\theta = \lambda$.

KeyGen. Generate $sk = \eta$ and $pk'$ as before. Set $x_i = \lfloor \frac{2^\kappa}{\rho} \rfloor$, choose at random a $\Theta$-bit vector with hamming weight $\theta$, $s = \langle s_1, s_2, \ldots, s_\theta \rangle$, and let $S = \{ i : x_i = 1 \}$. Choose at random integers $u_i = x_i (\text{ mod } 2^\Theta)$ for $i = 1, 2, \ldots, \Theta$, subject to the condition that $\sum_{i=1}^\Theta u_i = x_i (\text{ mod } 2^\Theta)$. Set $y = \langle y_1, y_2, \ldots, y_\Theta \rangle$ and $y_i = u_i \cdot 2^\Theta$. Hence each $y_i$ is a positive number smaller than two, with $\kappa$ bits of precision after the binary point. Also, $\sum_{i=1}^\Theta y_i = 1 / p - \Delta_x$ for some $|\Delta_x| < 2^{-\kappa}$. Output the secret key $sk = s$ and public key $pk' = (pk', y)$.

Encrypt and Evaluate. Generate a ciphertext $c'$ as before. Then for $i = 1, 2, \ldots, \Theta$, set $z_i = c' \cdot y_i \mod 2$, keeping only $n = \lceil \log \theta \rceil + 3$ bits of precision after the binary point for $z_i$. Output $(c', \langle z_1, z_2, \ldots, z_\Theta \rangle)$.

Decrypt. Output $m' = (c' - \sum_{i=1}^\Theta s_i z_i) \mod 2$. 

4.2. Bootstrapping

The complexity of the decryption circuit is still large. In order to further reduce the complexity of the decryption circuit, we perform three steps as below to implement the decryption algorithm as [3].

Step 1. For $i \in \{1, 2, \ldots, \Theta\}$, set $a_i = s_i z_i$. The $a_i$’s are still rational numbers in $[0, 2)$, given in binary representation with $n = \lfloor \log \theta \rfloor + 3$ bits of precision after the binary point.

Step 2. From the $\Theta$ rational numbers $\{a_i\}_{i=1}^{\Theta}$, generate other $n + 1$ rational numbers $\{w_j\}_{j=0}^{n}$ with less than $n$ bits of precision, such that $\sum_j w_j = \sum_i a_i \mod 2$.

Step 3. Output $(c' - [\sum_j w_j]) \mod 2$

If we want to implement three steps above, it requires that the degree of the polynomials in the first step is two, the degree of polynomials in the second step is at most $\Theta$, and the degree of the polynomial in the third step is at most $32(n + 1)^{\Theta} < 32(\lfloor \log \theta \rfloor + 4)^{\Theta} < 32 \log^2 \theta$. Therefore, the total degree of the decryption circuit is bounded by $2 \cdot \Theta \cdot 32 \log^2 \theta = 64 \cdot \log^2 \theta$, and since we are using $\Theta = \lambda$ and the degree is at most $64 \lambda \log^2 \lambda$.

It follows that the augmented decryption circuits $D_{\Theta, \lambda}$ (Definition 2.3) can be expressed as polynomials of degree at most $128 \lambda \log^2 \lambda$. In order to satisfy the inequality (1), setting $\gamma = \rho \cdot 128 \lambda \log^2 \lambda$, we can get $D_{\gamma, \lambda} \subseteq C_{\gamma, \lambda}$, thus making the scheme bootstrapped. Then we obtain a FHE scheme by using bootstrap transformations which can handle Boolean circuits of any depth.

5. Conclusion

In this paper, we described our two somewhat homomorphic encryption schemes with shorter public keys on the basis of the DGHV scheme, and then invoked Gentry’s bootstrapping technique to obtain fully homomorphic public key encryption schemes. Our schemes were still semantically secure under the AGCD problem and the SSSP [15] assumption. Compared with the Dijk, et al., scheme [3] and Coron, et al., scheme [4], our schemes were more efficient and had smaller public key size in $O(\lambda^2 \log \lambda)$ and $O(\lambda^3)$ respectively.
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