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Abstract

With the development of cloud computing, the sensitive information of outsourced data is at risk of unauthorized accesses. To protect data privacy, the sensitive data should be encrypted by the data owner before outsourcing, which makes the traditional and efficient plaintext keyword search technique useless. Hence, it is an especially important thing to explore secure encrypted cloud data search service. Considering the huge number of outsourced data, there are three problems we are focused on to enable efficient search service: multi-keyword search, result relevance ranking and dynamic update. In this paper, we propose a practically efficient and flexible searchable encrypted scheme which supports both multi-keyword ranked search and dynamic update. To support multi-keyword search and result relevance ranking, we adopt Vector Space Model (VSM) to build the searchable index to achieve accurate search result. To improve search efficiency, we design a tree-based index structure which supports insertion and deletion update well without privacy leakage. We propose a secure search scheme to meet the privacy requirements in the threat model. Finally, experiments on real-world dataset are implemented to demonstrate the overall performance of the proposed scheme, which show our scheme is efficient.
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1. Introduction

Cloud Computing is a new but increasingly mature model of enterprise IT infrastructure that provides on-demand high quality applications and services from a shared pool of configuration computing resources [1, 24, 25]. The cloud customers, individuals or enterprises, can outsource their local complex data system into the cloud to avoid the costs of building and maintaining a private storage infrastructure, as the cloud server possesses powerful functionality and flexibility. However, some problems may be caused in this circumstance since the Cloud Service Provider (CSP) possesses full control of the outsourced data. Unauthorized operation on the outsourced data may exist on account of curiosity or profit. To protect the privacy of sensitive information, sensitive data (e.g., emails, photo albums, personal health records, financial records, etc.) should be encrypted by the data owner before outsourcing [2], which makes the traditional and efficient plaintext keyword search technique useless. The simple and awkward method of downloading all the data and decrypting locally is obviously impractical. So, three aspects should be concentrated on to explore privacy-preserving effective search service. Firstly, ranked search, which can enable data users to find the most relevant information quickly, is a very important issue. The number of documents
outsourced to the cloud is so large that the cloud should have the ability to perform search result ranking to meet the demand for effective data retrieval [3]. Secondly, multi-keyword search is also very important to improve search result accuracy as single keyword search often return coarse search results. The last but not least, dynamic update is a useful functionality for a good data management system which should provide as more as possible convenience for the data owner. It is common that sometimes the data owner wants to add a document to the dataset or delete a document from the dataset. So, a data management system that supports insertion and deletion update is a more integrated one.

In recent years, many researchers have engaged in the field of searchable encryption over encrypted cloud data and put forward a series of outstanding achievements. Nevertheless, there are still many challenging and important problems need to be solved. There does not exist scheme that supports both multi-keyword ranked search and dynamic update. How to design a scheme supporting both multi-keyword ranked search and dynamic update is still a challenging open problem.

In this paper, we propose a practically efficient and flexible searchable encrypted scheme supporting dynamic update. To address multi-keyword search and result ranking, we use Vector Space Model (VSM) [13] to build document index. To improve search efficiency, we use a tree-based index structure which is a balanced binary tree (see the details in Section 3.5). We construct the searchable index tree based on the document index vectors. And our tree-based index tree also can support dynamic update, including insertion update and deletion update, without any privacy leakage. Our encryption scheme can meet the privacy requirements in the threat model. Our contributions are summarized as follows:

1. For the first time, we study the problem of multi-keyword ranked search supporting dynamic update over encrypted cloud data while supporting strict privacy requirements.
2. With the index tree designed in this paper, our scheme can support dynamic update. And the time complexity is $O(n \log m)$ in the worst case for updating a document, ($n$ is the size of the keyword dictionary and $m$ is the whole number of documents in the dataset).
3. Our scheme can meet the privacy requirements in the threat model. We make security analysis for our scheme which proves privacy guarantees. And experiments on the real-world dataset show that proposed scheme is indeed efficient.

The rest of this paper is organized as follows: Related work is summarized in Section 2. Then, we introduce the system model, threat model, design goals, notations and preliminaries in Section 3. The detailed description of our secure index scheme is given in Section 4, followed by Section 5, which introduces the process of dynamic update in detail. Section 6 and Section 7 give the security analysis and performance analysis of our proposed scheme respectively. Finally, Section 8 gives the conclusion and future work.

2. Related Work

2.1. Single Keyword Searchable Encryption

Searchable encryption schemes [3-9, 21] usually build an encrypted searchable index based on the keywords within document set, by which its content is hidden to the cloud server. Given appropriate search trapdoors generated by authorized user(s) (who has the secret key given by the data owner), the server can search the index and return corresponding search result. Song, et al., [4] propose the first searchable encryption scheme in the symmetric setting. After this work, some schemes [5-6] are proposed to improve the security definition and search efficiency [21]. Solves the fuzzy keyword search which utilizes edit distance to extend keyword set. Schemes in [3, 9] solve the result ranking search utilizing order-preserving techniques. With frequency related information, they can rank search result and
return more accurate result. Boneh, et al., [7] propose the first searchable encryption scheme based on public key cryptography. However, public key methods are always computationally expensive. Kamara, et al., [12] propose a dynamic searchable encrypted scheme which supports both keyword search and document update. However, all the schemes expressed above only provide single keyword search.

2.2. Multi-keyword Searchable Encryption

As an attempt to improve system usability, a lot of works have been done in the public key setting to enrich search functionalities, including conjunctive keyword search, range queries and subset search [14, 15]. But these schemes usually result in large computational burden caused by some significant operation (for example, bilinear map [14]). [16-18] are focused on predicate encryption which supports both conjunctive and disjunctive search. Although these schemes can provide more general search, they does not support result ranking. Cao, et al., [10] propose a privacy-preserving multi-keyword ranked search scheme which adopting “coordinates matching” to realize ranked search. This scheme ranks search result by the number of matched keywords, without considering more accurate ranked result. Since the scheme [10] uses the inverted index as the index structure, it leads to traverse all indexes of document set executed by the cloud server for each search query. Sun, et al., [11] also propose a secure multi-keyword ranked search scheme based on vector space model (VSM). The VSM can measure the similarity between document index vector and query vector and hence support more accurate ranked search result. Schemes in [11] use an MDB-tree [22] as its index structure and propose a search algorithm based on the tree structure, which improve the search complexity in that the cloud server only need to search the part of the tree.

3. Problem Formulation

3.1. System Model

Like in [10], we consider there are three different entities in the system model as showed in Figure 1: the data owner, the user, and the cloud server respectively. The data owner encrypts document collection \( DC \) in the form of \( C \) before outsourcing it to the cloud in order to protect the sensitive data from unauthorized entities. And for the purpose of searching interested data, the data owner will also generate an encrypted searchable index \( I \) based on a set of distinct keywords \( W \) extracted from \( DC \). In the search stage, the system will generate an encrypted search trapdoor based on the keywords entered by the user (has been authorized by data owner). Given the trapdoor, the cloud server will search the index \( I \) and then return the ranked search results to the user. As the search results are well ranked by the cloud server, the user can send a parameter \( k \) together with search query to get top-\( k \) most relevant documents. The update stage includes three phases. At first, with the update related information inputted by the data owner, the cloud server deals the searchable index \( I \) and returns a portion of \( I \), denoted as \( T(u) \), which is adequate to execute the update. And then the data owner performs the update and returns the updated portion \( T'(u) \) to the server. At last, the cloud server just copies \( T'(u) \) to the index \( I \), and new encrypted dataset is also generated after adding the document to it or deleting the document from it. As the issue of key distribution is out of the scope of this paper, we assume that data users have been authorized by data owner.
3.2. Threat Model

In our system model, we consider that the cloud server is “honest-but-curious” adopted by most previous searchable encryption schemes [3, 10, 11]. That is to say, the cloud server honestly implements the protocol and correctly returns the search results, but it is also curious to infer and analyze the outsourced data set, searchable index and messages that received during execute protocol. In the known ciphertext model, only the encrypted data set \( C \), the encrypted search query and the searchable index \( I \) are available to the cloud server.

3.3. Design Goals

**Dynamic Update:** The tree-based searchable index designed in our scheme can support dynamic update well, only accessing a portion of the index tree for updating a document. Our designed scheme can provide insertion and deletion update.

**Multi-keyword Ranked Search:** To design a search scheme over encrypted cloud data, which is not only capable of effective multi-keyword search, but also, with the use of vector space model, supports search result similarity ranking.

**Privacy Preserving:** The main privacy goal is to protect user’s sensitive data by preventing cloud server from learning additional information by analyzing dataset, searchable index and search queries.

3.4. Notations

The main notations used in this paper are showed as follows:

- \( D \) – the plaintext document collection, expressed as a set of \( m \) documents \( D = \{ d_1, d_2, ..., d_m \} \).
- \( C \) – the encrypted document collection for \( D \) stored in the cloud server, expressed as \( C = \{ c_1, c_2, ..., c_m \} \).
- \( W \) – the dictionary, including \( n \) keywords extracted from \( D \), expressed as \( W = \{ w_1, w_2, ..., w_n \} \).
• $\tilde{w}$ – a subset of $w$, representing the keywords in a search request, expressed as $\tilde{w} = \{w_{n1}, w_{n2}, ..., w_{nN}\}$.
• $I$ – the searchable index tree generated from the whole document set $DC$. Each leaf node in the index tree is associated with a document in $DC$.
• $D_d$ – the index vector of document $d$ for all the keywords in $w$.
• $Q$ – the query vector for the keyword set $\tilde{w}$.
• $\tilde{D}_d$ – the encrypted index vector for $D_d$.
• $\tilde{Q}$ – the encrypted query vector for $Q$.
• $f(key_f), g(key_g)$ – pseudorandom function (PRF), defined as: $\{0,1\}^k \times key \rightarrow \{0,1\}^t$.
• $Enc(key_f), Dec(key_g)$ – symmetric encryption/decryption function.
• $T_w$ – the encrypted form of $\tilde{w}$.

3.5. Preliminaries

Keywords Hash Table: A static hash table for all the keywords in $w$, denoted as $\lambda$. There are $n$ entries in $\lambda$ and each entity is a tuple $(key, value)$, in which the $key$ is from a domain of exponential size, i.e., from $\{0,1\}^k$ representing a keyword in $w$, and $value$ is a boolean value which has been encrypted. For a $key x \in \{0,1\}^k$, the corresponding $value$ is denoted as $\lambda[x]$.

Similarity Function: In the vector space model, cosine measure is the most popular method to measure the similarity of two vectors. The cosine measure supports accurate similarity ranking because it follows the “TF×IDF rule”, where TF (Term Frequency) denotes the number of occurrences of a term within a document, and IDF (Inverse Document Frequency) is obtained by dividing the total number of documents in the dataset by the number of documents which contain the term. We employ the similarity evaluation function for cosine measure from [19]. Each document $d$ in the dataset is corresponding to an $n$-dimension index vector $D_d$, and each dimension of $D_d$, denoted as $D_d[i]$, is related to a keyword $w_i$ in $w$. If document $d$ contains keyword $w_i$, $D_d[i]$ stores the normalized TF weight of $w_i$ within document $d$, otherwise $D_d[i] = 0$. For a search request $\tilde{w}$, an $n$-dimension query vector $Q$ is also generated. It is similar with document index vector that each dimension of $Q$ is related to a keyword in $w$. And if $\tilde{w}$ contains keyword $w_i$, $Q[i]$ stores the normalized IDF weight of $w_i$, otherwise $Q[i] = 0$. The notations used in our similarity evaluation function are showed as follows:

$$\text{SC}(Q, D_d) = \sum_{i=1}^{n} w_{q,i} \cdot w_{d,i}$$

$$\sqrt{\sum_{i=1}^{n} (w_{q,i})^2} \cdot \sqrt{\sum_{i=1}^{n} (w_{d,i})^2}$$

where $w_{d,i}$ represents the TF weight of $w_i$ within document $d$, $w_{q,i}$ represents the IDF weight of keyword $w_i$. We use functions $w_{d,i} = 1 + \ln(f_{d,i})$ and $w_{q,i} = \ln(1 + m / f_i)$ to compute the value of TF and IDF weight respectively, where $f_{d,i}$ represents the TF of keyword $w_i$ within the document $d$, $f_i$ represents the number of documents containing the
keyword \( w_i \), \( m \) represents the total number of documents in the document collection, \( n \) represents the total number of keywords in the keyword dictionary. And hence, the vector \( \varphi \) and \( D_d \) are both unit vectors.

**Searchable Index Tree:** Our searchable index is a balanced binary tree, a dynamic data structure, showed in Figure 2. In Figure 2, in order to make it easy to understand, the document index vector in each leaf node only stores TF information rather than normalized TF weight. Given the document collection \( DC = \{ d_1, d_2, ..., d_m \} \), we can build the index tree \( I \). The data structure is built using the procedure, denoted as \( buildIndex(DC) \), showed as follows: (1) For each document \( d_j \) in \( DC \), we generate a leaf node where stores document identifier \( j \) and index vector \( D_d^j \). (2) Then we build the tree following a post order traversal with all leaf nodes generated in (1). Take Figure 2 as an example to explain the process of post order traversal: With \( m=8 \) documents, 8 leaf nodes generated \( \{ d_1, d_2, ..., d_8 \} \). Then internal node \( r_n \) is generated based on leaf nodes \( d_{rn} \) and \( d_{rn'} \), and internal nodes \( r_{2n}, r_{2n'}, r_{3n}, r_{3n'}, r_{4n}, r_{4n'} \) are also generated similarly. Next, the internal node \( r_{n} \) is generated based on nodes \( r_{n} \) and \( r_{n'} \), and the internal node \( r_{n} \) is generated based on nodes \( r_{n} \) and \( r_{n'} \). Finally, the root node \( r \) is generated based on nodes \( r_{n} \) and \( r_{n'} \). Each internal node \( u \) of the index tree stores an \( n \)-bit vector \( D_u \). If \( D_u[i] = 1 \), then there is at least one path from \( u \) to a leaf node of which corresponding document contains keyword \( w_i \). (3) In this step, we introduce how to generate vector \( D_u \) in each internal node \( u \). Let \( v \) and \( w \) be the left child and right child of internal node \( u \) respectively, then \( D_u[i] = 1 \) if \( D_v[i] \neq 0 \) or \( D_w[i] \neq 0 \), otherwise \( D_u[i] = 0 \). Note that when the node \( v \) (or \( w \) ) is a leaf node and stores identifier \( j \), \( D_j = D_d^j \) (or \( D_d^w = D_d^w \)).

![Figure 2. The Index Tree for a Document Collection of m=8 Documents and with n=5 Keywords](image)

**Tree-based Search Algorithm:** The sequential search process for keywords in a search request \( \tilde{w} \) conducts as follows: the procedure starts from the root node and when arrives at an internal node \( u \), if at least a keyword \( w_k \) ( \( k \) is the order number of \( w \) in \( \tilde{w} \) ) in \( \tilde{w} \) leads to \( D_u[k] = 1 \), it continues to search both subtrees of \( u \), otherwise stops searching in the subtree \( r_u \) because none of leaf node in \( r_u \) contains...
keyword in search query. When arrives at a leaf node, the process computes the cosine value between the index vector stored in the leaf node and the query vector as the similarity score. We denote the number of documents that contain the keyword in the search query as $r$. In the sequential search, the procedure will traverse as many paths as $r$. So, the search complexity is $O(r \log m)$ as the height of a balanced binary tree with $m$ leaf nodes is $\log m + 1$.

4. Secure Index Scheme

In order to achieve accurate multi-keyword ranked search, we propose to adopt VSM and cosine measure to evaluate similarity scores. By using the cryptographic methods similar to the techniques adopted in [10, 20], the document index vector and query are both well protected. The scheme is described as follows:

**Setup:** In this phase, we initialize our system. The data owner generates the secret key $SK$. The $SK$ includes: 1) a $n$-bit vector $S$ which is randomly generated; 2) two $n \times n$ also randomly generated invertible matrices $\{M_1, M_2\}$; 3) two randomly picked key $sk_1$ and $sk_2$. Hence, $SK$ is in the form of a 5-tuple as $\{S, M_1, M_2, sk_1, sk_2\}$.

**GenIndex** ($DC, SK$) : The data owner calls procedure $\text{buildIndex}(DC)$ that defined in section 3.5. Then, every document index vector $D_j$ is split into two random vectors denoted as $\{D'_j, D''_j\}$. The splitting procedure is expressed as follow: take $S$ as the splitting indicator, if the $j$-th bit of $S$ is 0, $D'_j(j)$ and $D''_j(j)$ are set as the same as $D_j(j)$; if the $j$-th bit of $S$ is 1, $D'_j(j)$ and $D''_j(j)$ are set randomly so long as their sum is equal to $D_j(j)$. So, the encrypted index vector $\tilde{D}_j$ is denoted as $\tilde{D}_j = \{M_1 D_j, M_2 D_j\}$. Store $\tilde{D}_j$ at the leaf node that stores correspondent $D_j$ and delete $D_j$. For each internal node $u$ in the index tree, a static hash table $\lambda$ is generated. There are $n$ tuples ($\text{key}, \text{value}$ ) in $\lambda$, and for every $i = 1, 2, \ldots, n$, set $\lambda_i[f(sk_i, w_i)] = \text{Enc}(g(sk_1, w_i), D_j(j))$. Store $\tilde{D}_j$, in internal node $u$ and delete $D_j$. Finally, the encrypted searchable index tree $T$ is generated.

**GenQuery** ($\tilde{W}, SK$) : With the interested keywords in $\tilde{W}$, the $n$-dimension query vector $Q$ is generated. Each dimension of $Q$ is a normalized IDF weight of corresponding keyword. Specifically, if $j$-th keyword of $w$ in $\tilde{W}$, $Q[j] = w_{q,j}$, otherwise $Q[j] = 0$. Next, $Q$ is also split into two random vectors as $\{Q', Q\}$ using the similar splitting procedure used for document index vector. The difference is that if the $j$-th bit of $S$ is 0, $Q'[j]$ and $Q''[j]$ are set randomly so long as their sum is equal to $Q[j]$; if the $j$-th bit of $S$ is 1, $Q'[j]$ and $Q''[j]$ are set as the same as $Q[j]$. Then, the encrypted query vector $\tilde{Q}$ is in the form of $\{M_1 Q', M_2 Q''\}$. Next, $T_{\tilde{W}} = \{f(sk_1, w_1), g(sk_2, w_1), f(sk_1, w_2), g(sk_2, w_2), \ldots, f(sk_1, w_p), g(sk_2, w_p)\}$ is produced by encrypting each item in $\tilde{W}$. Finally, the $(T_{\tilde{W}}, \tilde{Q})$ is sent to the cloud server.

**Search** ($T, \tilde{Q}, T_{\tilde{W}}, k$) : The cloud server follow the search algorithm expressed in section 3.5. Let $u$ be an internal node in $T$, and let $a_i = \lambda_i[f(sk_i, w_i)]$ for each item $f(sk_i, w_i)$ in $T_{\tilde{W}}$. If exist at least one $a_i$ satisfies $\text{Dec}(g(sk_2, w_i), a_i) = 1$, the procedure continue to search all children of $u$. When arrive at a leaf node, the procedure obtains the encrypted document vector $\tilde{D}_j$ and compute the similarity of $\tilde{D}_j$ and $\tilde{Q}$ using Eq(2). Finally, the cloud server will rank the searched documents based on their similarity scores.
\[ SC(D_d, \tilde{Q}) = \{ M_1^T D_d', M_2^T D_d'' \} \cdot \{ M_1^{-1} Q', M_2^{-1} Q'' \} \]
\[ = D_d' \cdot Q' + D_d'' \cdot Q'' \]
\[ = D_d \cdot Q \quad (2) \]

5. Dynamic Update

In this section, we describe the process of dynamic update in detail. Three steps should be executed to update a document, which are showed as follows:

**UpdHelper** \((I, C, u, i)\): As expressed above, the data owner outsources encrypted dataset \(C\) and searchable index \(I\) together into the cloud. So, when the data owner want to add or delete a document \(d_i\), he or she should modify \(C\) and \(I\) at the same time. If let the cloud server modify the corresponding data in the searchable index \(I\), the keyword privacy will be leaked as the cloud must know the plaintext data stored in the index. To protect data privacy, the operation conducted by the cloud server only based on the document identifier. For example, if the data owner want to delete document \(d_i\), then the update operation implemented by the cloud server only based on the document identifier \(i\). Hence, in this phase, the cloud server will only perform the structure update on the searchable index tree \(I\) and return a portion of \(I\), denoted as \(T(u)\), where the \(u\) is the symbol of update and is either an insertion of document \(i\) or a deletion of document \(i\). To be specific, \(T(u)\) is the portion of the index tree that is accessed during an update. The size of \(T(u)\) is \(O(n \log m)\), as a balanced binary tree update takes \(O(\log m)\) time in the worst case and the size of encrypted index vector stored in each node of the tree is \(O(n)\). We give an example to further illustrate the idea. In Figure 2, when \(u\) is “deletion of document \(d_7\)”, the \(T(u)\) includes nodes \(r_1, r_5, r_{23}\) and \(r_{34}\).

**UpdToken** \((d_i, T(u))\): In this phase, the data owner will generate \(T'(u)\) from \(T(u)\). At first, if the \(u\) is an insertion of document \(d_i\), the data owner encrypts \(d_i\) denoted as \(c_i\). And then new index vector is generated for each node in \(T(u)\) based on the original data stored in it and index vector of document \(d_i\). Next, the modified \(T(u)\) is encrypted using the same method showed above and \(T'(u)\) is generated.
Figure 3. The Index Tree after Inserting the Document $d_{9}$

Figure 4. The Index Tree after Deleting the Document $d_{7}$

Update $(I, C, c, \tilde{T}(u))$: The cloud server just copies the new data $\tilde{T}(u)$ to the already structurally updated searchable index tree $I$. And then the new searchable index and the new encrypted dataset are outputted. Two examples are given in Figure 3 and Figure 4, and Figure 3 shows the index tree after inserting document $d_{9}$, Fig.4 shows the index tree after deleting document $d_{7}$.

6. Security Analysis

In this section, we analyze the security of the scheme considering the privacy requirements as expressed in section 3.

(1) Index Confidentiality and Query Confidentiality: $\tilde{D}_{d}$, $\tilde{T}$, and $\bar{q}$ are in encrypted form. As long as the secret key $sk$ is well protected, the cloud server can not able to deduce
It is also impossible for the cloud server to infer the query keywords, term frequency related information (TF and DF) included in the documents or queries from the final similarity scores, which are random values for the server. This has been proven in the known ciphertext model in [20]. Therefore, index confidentiality and query confidentiality are well protected.

(2) Query Unlinkability: With the uncertainty of the vector splitting procedure, the vector encryption method that we employed provides non-deterministic encryption. Hence, different encrypted query vector $\tilde{Q}$ is generated even for the same search request (e.g., same search keywords). The aim of non-link ability of search requests is achieved to this extent. However, on the one hand, as same search request will generate same $T_{\tilde{w}}$, the internal nodes visited during the search process and the outputted encrypted documents are same. On the other hand, the similarity score for same search request (though been encrypted to different vector) is equal (see Eq. (2)). With the two aspects information stated above, the cloud server is possible to link same search request. Under this circumstance the search pattern or the access pattern is leaked in the known ciphertext model.

(3) Keyword Privacy: In the known ciphertext model, only the encrypted data set $C$, encrypted search query and the searchable index $I$ are available to the cloud server. As analyzed above, the dataset, search query and searchable index are all in encrypted form, which make it difficult for the cloud server and other unauthorized attackers to deduce a specific keyword. Although, the cloud can access similarity scores of searched documents, it can utilize these scores do nothing since it does not know related information about the outsourced dataset in the known ciphertext model. So the keyword privacy is protected to this extent.

7. Performance Analysis

In this section, we estimate the overall performance of our proposed scheme by implementing the secure search system using C# language on a Windows7 server with Intel(R) Core(TM)2 Quad CPU 2.83GHz. The document set is built from the real-world data set: Request for comments database (RFC) [23], which includes about 6500 publications.

7.1. Index Tree Construction

It is obvious that the time cost of the index tree construction is mainly affected by the number of documents in the dataset and keywords in the dictionary. For each internal node in the searchable index tree, the major computation is the encryption of the hash table, the time cost of which is proportional to the number of keywords in the dictionary. And for each leaf node in the index tree, the main computation is the encryption of the document index vector, which mainly depends on the time cost for two multiplications of a $H \times H$ matrix and an $H$-dimension vector where $H$ is $n$ in our scheme. And the whole number of nodes in the index tree (or the layers of the tree) is related to the number of documents in the dataset. Figure 5(a) shows that, given the same dictionary with 4000 keywords, the time cost for building the index tree is nearly linear with the number of documents in the dataset because the time cost for encrypting each hash table and index vector is fixed. Figure 5(b) indicates that the time cost for constructing index tree is proportional to the number of keywords in the dictionary with the same size of dataset. Although the time cost for constructing index tree is not an ignorable overhead for the data owner, it is a one-time operation before data outsourcing. In
addition, the storage overhead of the index tree for the different sizes of dictionary with the fixed size of dataset $m=1000$ is shown in Figure 6.

![Figure 5](image1.png) ![Figure 6](image2.png)

**Figure 5. Time Cost for Building Index Tree (a) For the Different Number of Documents in the Dataset with the Same Dictionary, $n=4000$ (b) For the Different Number of Keywords in the Dictionary with the Same Dataset, $m=1000$**

**Figure 6. The Size of Index Tree for the Different Size of Dictionary with the Same Dataset, $m=1000$**

### 7.2. Query Generation

The time cost for generating the search query is greatly affected by the size of keywords dictionary. Two multiplications of a matrix and a split query vector are conducted in every query generation phase. The dimensionality of matrix ($n \times n$-dimension) and query vector ($n$-dimension) depends on the size of keywords dictionary. Figure 7(a) shows the relationship between the time of generating search query and the number of keywords in dictionary. Note that each search keyword is encrypted by a pseudorandom function in search query generation phase. The relationship between the time of generating search query and the number of search keywords is shown in Figure 7(b), which indicates that the number of keywords in the query has little impact on the generation time. According to Figure 7(a) and Figure 7(b), it can be demonstrated that the difference of costs for search query generation is
mainly caused by the different size of matrices and vector, that is, the number of keywords in the dictionary.

Figure 7. Time Cost of Generating Encrypted Query (a) For the Different Number of Keywords in the Dictionary with the Same Query Keywords (b) For the Different Number of Keywords in the Query with the Same Dictionary, n=4000

7.3. Search Efficiency

The search process, which is implemented by the cloud server, is composed by computing the similarity scores of relevant documents and result ranking based on these scores. Figure 8(a) shows the search time for our scheme with different size of dataset. Let r represent the number of documents including the search keywords.

Figure 8. Search Efficiency (a) For the Different Size of Dataset with the Same Number of Documents Including Search Keywords, r=90 (b) For the Different Number of Documents Including the Search Keywords with the Same Size of Dataset, m=2000
From Figure 8(a), we can know that the search time is mainly depends on the number of documents in the dataset when $r$ is fixed. Figure 8(b) shows the relationship between search time and $r$ with same dataset, in which search time is almost linear to $r$.

8. Conclusions and Future Work

In this paper, we propose secure search scheme supporting both multi-keyword ranked search and dynamic update over encrypted cloud data. We make contributions mainly in two aspects: similarity ranked search for more accurate search result and tree-based searchable index for more efficient searching and dynamic updating. In term of accuracy, we adopt the vector space model combined with cosine measure, which is popular in information retrieval field, to evaluate the similarity between search request and document and acquire accurate search result instead of undifferentiated result. For the efficiency aspect, we propose a tree-based index structure. The tree-based searchable index designed in our scheme can support dynamic update well, only accessing a portion of the index tree. Our designed scheme can provide insertion and deletion update. We propose a secure scheme to meet privacy requirements in the threat model. Finally, we analyze the performance of our scheme in detail by the experiment on real-world dataset. But, there still exist some problems, such as how to further reduce the time cost for index tree construction and so on. We will do more research in the future.
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