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Abstract

To improve unconstrained iris recognition system performance in different environments, a performance improvement method of unconstrained iris recognition based on domain adaptation metric learning is proposed. A kernel matrix is calculated as the solution of domain adaptation metric learning. The known Hamming distance computing by intra-class and inter-class is used as the optimization learning constraints in the process of iris recognition. An optimal Mahalanobis matrix is computed for certain cross-environment system, then distance between two iris samples is redefined. The experimental results indicate that the proposed method can increase the accuracy of the unconstrained iris recognition in different circumstances, improving the classification ability of iris recognition system.
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1. Introduction

With the increasing understanding of iris anatomy and development of computer technology, iris recognition technology is widespread in biometric technology research and daily life. Uniqueness of iris texture information is the basis for iris recognition, and modern computer technology makes iris recognition realized rapidly and accurately. Daugman first proposed an automatic iris recognition system in 1993[1]. According to Daugman’s thoughts, many researchers have continued with the study on iris segmentation, feature extraction [2-4] and iris comparator [5-8] in subsequent research. Methods mentioned above require high-quality iris images for proper functioning, so high precision hardware deployment and strict coordination with users are required. However, with extended use strategy of iris recognition system, less constrained or unconstrained iris recognition systems are becoming more and more necessary [9, 10]. An unconstrained iris recognition system can relieve environmental restrictions and human cooperation restrictions [11-14].

There are for two ways to improve recognition accuracy of unconstrained iris recognition system. One is the improvement of the performance of image acquisition device, as we know, high-quality iris images can be captured by a
sophisticated camera [15, 16], and then traditional iris recognition algorithms can be used in the system like normal. But high-performance cameras are generally expensive. It restricts the use of iris recognition systems. On the other hand, we can employ the optimization algorithms to optimize the iris recognition system. Using machine learning methods to optimize the unconstrained iris recognition system can improve recognition accuracy of the system [6, 14, 17-19]. Considering the case of the same system works in different environments, probability distribution of samples will change because distance transformation and illumination change. Different probability distributions will make classification performance drop significantly. Domain adaptation metric learning (DAML) method can resolve the distribution difference between source and target domain data [20-23]. In the unconstrained iris recognition system, training samples distribution and test samples distribution are altered because the environment changes. Therefore, DAML method is utilized to improve recognition accuracy of unconstrained iris recognition system.

The rest of the paper is organized as follows. Section 2 introduces the unconstrained iris recognition system and similarity measure. Section 3 describes the framework for DAML, then solves the DAML under the constraints. The DAML method is used to optimize the feature matching algorithm in Section 4. Experimental setting details and results are shown in Section 5. Finally, the conclusion will be described in section 6.

2. Unconstrained Iris Recognition and Similarity Measure

2.1. The Unconstrained Iris Recognition System

An iris recognition system makes up of hardware and software. The hardware includes one image capture device and information processing equipment. Software mainly contains image acquisition algorithm, image preprocessing algorithm, iris segmentation algorithm, feature extraction algorithm and feature matching algorithm. Unconstrained iris recognition system generally follows this classical composition [24-26], Figure 1 illustrates the composition of the iris recognition system. We use symbol * to mark the possible differences between the common system and the unconstrained system.

![Figure 1. Composition of Iris Recognition System](image)

The iris recognition framework is shown as Figure 1. The possible differences between the common system and unconstrained system are listed in Table 1.
Table 1. Differences between Common and Unconstrained Iris Recognition

<table>
<thead>
<tr>
<th></th>
<th>Common</th>
<th>Unconstrained</th>
</tr>
</thead>
<tbody>
<tr>
<td>User behavior</td>
<td>Strictly cooperate</td>
<td>Less cooperate</td>
</tr>
<tr>
<td>Working distance</td>
<td>Close(&lt;0.5 meter)</td>
<td>Long(&gt;1 meter)</td>
</tr>
<tr>
<td>Artificial lighting</td>
<td>Near-infrared LED</td>
<td>None/Visible light</td>
</tr>
<tr>
<td>Camera performance</td>
<td>Ordinary</td>
<td>High</td>
</tr>
<tr>
<td>Image Processing</td>
<td>Gray image</td>
<td>Gray/Color image</td>
</tr>
<tr>
<td>Iris Segmentation</td>
<td>Regular shape</td>
<td>Occlusion culling</td>
</tr>
<tr>
<td>Feature Matching</td>
<td>Direct</td>
<td>Optimized</td>
</tr>
</tbody>
</table>

According to the comparison in Table 1, we can illustrate the unconstrained iris recognition system in more detail. Under the common circumstances, close distance and near-infrared illumination form a stable work environment. In comparison, an unconstrained iris recognition system can work at longer distance, and it does not oblige user to cooperate strictly. In the unconstrained iris recognition system, environmental constraints and user constraints are reduced obviously, so we call it “unconstrained”. In order to obtain high-quality iris images, a higher performance camera is often used in the system. In the algorithms, it should take such corresponding changes in image processing, iris segmentation, and feature matching for the unconstrained data.

2.2 Similarity Measure for Iris Recognition

When the unconstrained iris recognition system works, environmental changes are frequently encountered. Environmental changes mainly refer to changes in the distance and lighting conditions. Our goal is to improve the recognition accuracy in different environments. That is to say, we want the system to adapt cross-environment situation.

It can simplify the question to the simplest case. Considering the unconstrained iris recognition system only deploys in two environments. It can denote different environments as environment $S_1$ and environment $S_2$. In environment $S_1$, it can obtain a set of iris samples $X_i = \{(x_{i}, y_{i})\}$, and $a = 1,L,m$. In environment $S_2$, it can obtain a set of iris samples $X_j = \{(x_{j}, y_{j})\}$, and $b = 1,L,n$. In the sets, $y$ is the class label of iris samples. If the total number of categories is $N$, it can know $c = 1,L,N$. We want the iris recognition system to work properly with greater accuracy on samples set $X = X_i + X_j$, so DAML method is effective to this target.

In the DAML method, a similarity measure between two iris samples is essential. Establishing an iris features comparator, calculating the distance between the two iris samples, and comparing the distance with the fixed threshold are the major steps of iris feature matching algorithm. There are several frequently-used comparators for iris recognition, such as Hamming distance method [1], Context-based method [7], and Ko’s method [8]. Hamming distance approach is used universally and it can bring about good results when utilizing Hamming distance as a comparator. So we choose the Hamming distance method to be the feature matching comparator in the following sections.

After iris segmentation and feature extraction, it can get a set of binary sequences as the sample feature. An iris feature $x$ is composed of two parts, code part $c$ and mask part $m$, that is $x = [c \cdot m]^T$, where the bits in the mask part mark the corresponding code bits valid or not. Let the length of $c$ and $m$ be $L$, then the sample is $x \in [0,1]^L$. The normalized Hamming distance $H(x_i, x_j)$ between iris sample $x_i$ and $x_j$ is defined as Formula (1) [5, 6].
\[H(x_i, x_j) = \frac{\sum_{l=1}^{L} \{m_i(l) \land m_j(l) \land (c_i(l) \oplus c_j(l)) \}}{\sum_{l=1}^{L} \{m_i(l) \land m_j(l) \}} \quad (1)\]

where \(l\) represents the \(l\)th bit in \(c\) and \(m\). Symbol “\(\land\)” is the logical operator AND. Symbol “\(\oplus\)” is the logical operator XOR. The smaller \(H(x_i, x_j)\) is, the more similarity between \(x_i\) and \(x_j\). Under ideal conditions, when \(x_i = x_j\), \(H(x_i, x_j) = 0\).

3. DAML Method and Novel Resolving Scheme

3.1. Framework of DAML Method

The core idea of DAML method is to find a more suitable feature mapping to build a new feature space, in which the deviation of the two original different domains will be reduced to the minimum as possible. And then the corresponding learning model will be established in the new feature space [21, 22].

Authors give a general description of the DAML problem in [21]. The DAML method usually maps the data relationship into the Reproducing Kernel Hilbert Space (RKHS) [27], then the source domain and target domain can be made into similar distribution by minimizing the maximum deviation. Through this method, the probability distribution problem in two different domains can be solved.

Let transformation \(\phi : X \rightarrow \mathbb{R}^d\) denote the function that maps the sample to RKHS. The inner product \(\langle \phi(x_i), \phi(x_j) \rangle\) can be represented as

\[k(x_i, x_j) = \langle \phi(x_i), \phi(x_j) \rangle = \phi(x_i)^T \phi(x_j) \quad (2)\]

where \(k(x_i, x_j)\) is also known as a kernel function. If the total number of samples is \(n\), and the element in a matrix \(K\) is \(k(x_i, x_j)\), \(K\) is known as the kernel matrix.

Let \(X_s = \{(x_i, y_i), i = 1, \ldots, m\}\) denote a data set that subject to distribution \(Q\), and \(x_i \in X\) is the \(i\)th sample, \(y_i \in Y\) is the corresponding class label. Meanwhile, \(X_t = \{(x_i, y_i), i = m+1, \ldots, m+n\}\) is a data set that subject to distribution \(P\), where \(P \neq Q\).

The distance between \(x_i\) and \(x_j\) in the kernel space is defined as

\[D(x_i, x_j) = \|\phi(x_i) - \phi(x_j)\| \quad (3)\]

In the particular circumstances, if \(X = \mathbb{R}^d\), it can get \(\phi(x_i) = Lx_i\), where \(L \in \mathbb{R}^{d \times d}\).

Formula (3) can be rewritten as

\[D(x_i, x_j) = \sqrt{(x_i - x_j)^T A (x_i - x_j)} \quad (4)\]

Squaring both sides of Formula (4), it can get a new distance measure in RKHS as

\[D^2(x_i, x_j) = D(x_i, x_j)^2 = (x_i - x_j)^T A (x_i - x_j) \quad (5)\]

where \(A = L^T L\) is a symmetric positive semidefinite matrix, it is also known as Mahalanobis distance matrix. Mahalanobis distance can be counted as the Euclidean distance after scale variation and rotation transformation on the feature space. The purpose of DAML is to obtain the optimized transformation matrix \(A\) by making use of features relationship of samples in \(X_s\) and \(X_t\).
3.2 Constraints for Optimal Matrix Learning

Considering that there is a set of constraints to judge whether two samples belong to the same class. If the distance between samples is less than a given upper limit, then the two samples belong to the same class. In contrast, if the distance between samples is more than a given lower limit, then the two samples are different. Let \( X = \{ x_i, L, x_n \} \) denote a sample set in space \( R^d \), the distance between \( x_i \) and \( x_j \) is \( D_s(x_i, x_j) \), and \( x_i, x_j \in X \). The relationship between \( x_i \) and \( x_j \) can be classified into two types, same class or not. Let \( S \) denote the same class set, \( D \) denotes the different class set, then there must be an upper limit \( u \) and lower limit \( l \) for \( c1 \). \( D_s(x_i, x_j) \leq u \), if \( (x_i, x_j) \in S \), and \( c2 \). \( D_s(x_i, x_j) \geq l \), if \( (x_i, x_j) \in D \).

The constraint \( c1 \) and \( c2 \) for DAML must be followed in the learning process, and iris recognition across different environments also obeys above constraints.

\( D_s(x_i, x_j) \) in Formula (3) is the distance measure between samples in set \( X_s \) and \( X_i \). It is assumed that there is a valid distance measure \( D_1 \) for set \( X_s \), and \( D_1 \) is also effective to \( X_i \). The distribution of \( X_s \) and \( X_i \) is different, so \( D_1 \) cannot meet the essential demand of distance measure when the distribution of \( X_s \) and \( X_i \) disparity is oversized. To solve this problem, we can optimize the transform matrix \( A \), then the samples in \( X_s + X_i \) will be remapped to obtain the new distance measure \( D \). The process of learning optimization is to find the optimal matrix \( A \). Then it can make the difference between \( D_s \) and \( D_a \) to reach minimum under constrain conditions. Thus the DAML can be expressed as

\[
A' = \text{arg min}_{\phi \in \mathbb{R}^d} \sum_{x_i, x_j \in \{ X_s + X_i \}} D_s \left( \phi \left( x_i \right), \phi \left( x_j \right) \right) \tag{6}
\]

subject to \( D_s(x_i, x_j) \leq u \), if \( (x_i, x_j) \in S \), and \( D_a(x_i, x_j) \geq l \), if \( (x_i, x_j) \in D \), where \( A' \) is the optimal Mahalanobis distance matrix. \( D_a \) is a suitable distance measure which can be defined as \( D_a(p, q) = \| p - q \| \). Substituting \( A' \) for Formula (5), the optimal distance measure between \( x_i \) and \( x_j \) can be represented as

\[
D_a \left( x_i, x_j \right) = (x_i - x_j)^T A' (x_i - x_j) \tag{7}
\]

3.3 Kernel Solution of Optimal Mahalanobis Distance Matrix

In section 3.1, we have mentioned a special case. In the transformation \( \phi: X \rightarrow \mathbb{R}^d \), if \( X = \mathbb{R}^d \), it can know that \( f(x_i) = L x_i \), where \( L \in \mathbb{R}^{d \times d} \). By substituting Formula (3), we can rewrite the kernel function as

\[
k(x_i, x_j) = \phi(x_i)^T \phi(x_j) = (L x_i)^T (L x_j) = x_i^T (L^T L) x_j = x_i^T A x_j \tag{8}
\]

Given a sample set \( X = [ x_1, x_2, L, x_n ] \), the relationship between the kernel matrix \( K \) and Mahalanobis distance matrix \( A \) is

\[
K = X^T A X \tag{9}
\]

Formula (8) shows the relationship between the kernel matrix \( K \) and Mahalanobis distance matrix \( A \), so the problem of computing the optimal Mahalanobis distance matrix \( A' \) can be converted into computing the optimal kernel matrix \( K' \). By computing \( A' \), we can solve Formula (8) as

\[
A' = \left( X K^{-1} X^T \right)^{-1} \tag{10}
\]
The relationship between new distance measure $D_x$ and the kernel matrix is

$$D_x(x_i, x_j) = \|\phi(x_i) - \phi(x_j)\|^2$$

$$= \phi(x_i)^T \phi(x_i) + \phi(x_j)^T \phi(x_j) - 2\phi(x_i)^T \phi(x_j)$$

$$= K_{x_i} + K_{x_j} - 2K_{x_i, x_j}$$

(10)

Therefore, the Formula (6) can be rewritten in a kernel matrix optimization problem as

$$K^* = \arg\min_{K \in \mathcal{K}} \sum_{i,j} D_x \left( K_{x_i} + K_{x_j} - 2K_{x_i, x_j} \right)$$

subject to $K_{x_i} + K_{x_j} - 2K_{x_i, x_j} \leq u$, if $(x_i, x_j) \in S$, and $K_{x_i} + K_{x_j} - 2K_{x_i, x_j} \geq 1$, if $(x_i, x_j) \in D$.

A method is proposed in [6] for calculating the optimal kernel matrix $K^*$. The problem of optimizing the kernel matrix can be expressed as

$$K^* = \arg\min_{K \in \mathcal{K}} D_{il} (K, K_o)$$

(12)

where $K_o$ is a known kernel, and $D_{il}$ is the divergence of LogDet Matrix. The value of $K_{i+1}$ in the $(t+1)$th iteration can be calculated as

$$K_{i+1} = K_i + \beta_{i+1} K_i e_i e_i^T K_i$$

(13)

Let $C = \{(i, j)\}$ be the sequence numbers set of all constraints, where $(i, j)$ corresponds to a constrain imposed between training samples $x_i$ and $x_j$. The number of constraints is $N$. Let the constraint chosen after the $t$th iteration be formed using the $t_i$th and the $t_j$th data samples, then $(t_i,t_j) \in C$. $e_i$ and $e_j$ are the position vector of $t_i$ and $t_j$. Elements in $e_i$ and $e_j$ are 1 corresponding to the position of $t_i$ and $t_j$, other positions are 0. When $t=0$, $K_0 = K_o$. $\beta_{i+1}$ is mapping parameters which can be solved according to Algorithm 1.

**Algorithm 1. Algorithm to Compute $\beta_{i+1}$**

**Input:** Kernel Matrix at the $t$th iteration $K$, Constraints set $C$, upper limit $u$, lower limit $l$, relaxation parameter $\gamma$.

**Output:** $\beta_{i+1}$.

**Initialization:**
1. if $t = 0$,
   $$\lambda_{o}^{(t)} = 0, \quad \forall (i, j) \in C.$$  
   $$\phi_{o}^{(t)} = u, \text{ if } y_i = y_j, \quad \phi_{o}^{(t)} = l, \text{ otherwise}.$$  
2. $\delta = 1$ if $y_i = y_j$, $\delta = -1$, if otherwise.

**Parameter Update:**

$$p = K_{x_i}^{(t)} + K_{x_j}^{(t)} - 2K_{x_i, x_j}^{(t)}$$

$$\alpha = \min \left\{ \lambda_{o}^{(t)} : \delta \left( 1 - \frac{\gamma}{p} \right) \right\}.$$  

$$\beta_{i+1} = \frac{\delta \alpha}{1 - \delta \alpha p}.$$  

$$\lambda_{i+1}^{(t)} = \lambda_{o}^{(t)} - \alpha.$$  

$$\phi_{i+1}^{(t)} = \frac{\gamma \phi_{o}^{(t)}}{\gamma + \delta \alpha \phi_{o}^{(t)}}.$$  


We define \( \lambda_y^{(r+1)} = \lambda_y^{(r)} \), \( \forall (i, j) \in C, (i, j) \neq (t, t) \).

\( \phi_y^{(r+1)} = \phi_y^{(r)} \), \( \forall (i, j) \in C, (i, j) \neq (t, t) \).

Then the optimal kernel matrix \( K^* \) can be computed as

\[
K^* = K_0 + \sum_{i=1}^{N} \beta_i K_{-1} e_i e_i^T K_{-1}
\]

(14)

The optimal Mahalanobis distance matrix \( A^* \) is

\[
A^* = \left[ X \left( K_0 + \sum_{i=1}^{N} \beta_i K_{-1} e_i e_i^T K_{-1} \right)^{-1} X^T \right]^{-1}
\]

(15)

4. Optimization Algorithm Based on DAML Method

4.1 Optimal Target in Unconstrained Iris Recognition

The cross-environment condition in unconstrained iris recognition is described above, then we give a derivation of DAML method in section 3. In order to explain the suitability of DAML method, the problems of adapting cross-environment in unconstrained iris recognition can be restated.

An unconstrained iris recognition system runs in environment \( S_1 \) and environment \( S_2 \). It can gain an iris samples set \( X = \{ (x_a, y_a) \} \) in environment \( S_1 \), where \( a = 1, L, m \) is an ordinal number, \( y_a \) is the corresponding class label. The set \( X_1 \) subjects to the distribution \( P \). In environment \( S_2 \), it can gain an iris samples set \( X = \{ (x_b, y_b) \} \), where \( b = 1, L, n \). The set \( X_2 \) subjects to the distribution \( Q \). We define that distribution \( S_1 \) and distribution \( S_2 \) are different environments, so the distribution \( P \neq Q \). Then the problem of the environment adaptability in unconstrained iris recognition is converted into DAML problem.

Hamming distance is a type of effective similarity measure between iris samples in the same distribution. In different environments, iris samples distribution is different, then we can compute the optimal Mahalanobis distance matrix \( A^* \) by using the known Hamming distance. The new distance measure \( D_e \) and Hamming distance measure will have minimum distinction under the constraints. Formula (6) can be rewritten as

\[
A^* = \arg \min_{x \rightarrow x'} \sum_{i, j, s, t} D_e \left( D_e (x_i, x_j), H (x_i, x_j) \right)
\]

(16)

where \( D_e \) is defined in Formula (5). \( D_e \) is a distance between \( D_e \) and Hamming distance \( H \), it can be denoted as \( D_e (D_e, H) = ||D_e - H|| \). \( A^* \) is the optimal Mahalanobis distance matrix subject to the constraints. The problem of solving \( A^* \) can transform into solving the optimal kernel matrix \( K^* \). Formula (11) can be written as

\[
K^* = \arg \min_{x \rightarrow x'} \sum_{i, j, s, t} D_e \left( K_{ii} + K_{jj} - 2K_{ij}, H (x_i, x_j) \right)
\]

(17)

In the process of optimize learning, constraint conditions must be considered. Like the description in section 3.2. The constraints are discussed in two different cases.

Case 1: The iris samples obey the same distribution. If \( x_i, x_j \in X_1 \) or \( x_i, x_j \in X_2 \) is satisfied, the constraints are \( c1. D_e (x_i, x_j) \leq u \), if \( (x_i, x_j) \in S \), and \( c2. D_e (x_i, x_j) \geq l \), if \( (x_i, x_j) \in D \).

Under the constraints of case 1, it can ensure that the system performance will not reduce in single work environment.
Case 2: The iris samples obey different distributions. If \( x_i \in X_1, x_j \in X_2 \) or \( x_i \in X_1, x_j \in X_2 \) is satisfied, the constraints are c1. \( D_x(x_i, x_j) \leq u \), if \((x_i, x_j) \in S \), and c2. \( D_x(x_i, x_j) \geq 1 \), if \((x_i, x_j) \in D \).

When working in different environments, the above constraints can aggrandize the similarity of the same class. The distance between two iris samples from the same class should be decreased, and the distance between two samples from different classes should be increased. Therefore, the purpose of optimizing the system performance can be achieved.

Case 1 and case 2 has the same expression form, but they have completely different practical significances. In unconstrained iris recognition, those two cases both exist at the same time, so the precondition can be written as iris samples \( x_i, x_j \in X \), and \( X = X_1 + X_2 \).

### 4.2. Calculating Optimal Matrix for Iris Recognition

Solving the optimization problem expresses in Formula (17), we can convert it into the optimization problem shown as the Formula (12). The key problem is to find distance measure \( K_0 \) as the similarity matrix. Formula (12) can be expressed as

\[
H(x_i, x_j) = \frac{\eta_d(x_i, x_j)}{\eta(x_i, x_j)}
\]  

(18)

where \( \eta(x_i, x_j) \) denotes the sum of all valid bits of sample \( x_i \) and \( x_j \) in feature matching. \( \eta_d(x_i, x_j) \) denotes the sum of disagreement bits in feature matching. Then the sum of agreement bits can be defined as

\[
\eta_a(x_i, x_j) = \eta(x_i, x_j) - \eta_d(x_i, x_j)
\]  

(19)

Let \( H(x_i, x_j), \eta(x_i, x_j), \eta_a(x_i, x_j), \eta_d(x_i, x_j) \) simplify as \( H, \eta \), \( \eta_a \), \( \eta_d \). The Hamming distance can be written as

\[
H = \frac{\eta_d}{\eta} = \frac{2\eta_d + 2\eta_d}{4\eta} = \frac{2(\eta - \eta_a) + 2\eta_d}{4\eta} = \frac{1}{4} - \frac{\eta_a - \eta_d}{2\eta}
\]  

(20)

If there is a function

\[
f(x) = \frac{\left(c(l) - \frac{1}{2}\right) m(l)}{\sqrt{\sum_{l=1}^{4} m(l)}}, \quad l = 1, L, L.
\]

It can get another distance measure \( F(x_i, x_j) \) between \( x_i \) and \( x_j \), as

\[
F(x_i, x_j) = f(x_i) \cdot f(x_j)
\]

\[
= \frac{\sum_{i=1}^{4} \left(c_i(l) - \frac{1}{2}\right) m_i(l) \left(c_j(l) - \frac{1}{2}\right) m_j(l)}{\sqrt{\sum_{i=1}^{4} m_i(l) \sum_{j=1}^{4} m_j(l)}}
= \frac{\sum_{i=1}^{4} m_i(l) m_j(l) (2c_i(l) - 1)(2c_j(l) - 1)}{4 \sqrt{\sum_{i=1}^{4} m_i(l) \sum_{j=1}^{4} m_j(l)}}
\]

\[
= \frac{\eta_a - \eta_d}{4\eta}
\]

(21)

When \( x_i = x_j \), it can get \( \eta_d = 0 \) and \( \eta = \eta_a \). Hence,

\[
F(x_i, x_j) = F(x_i, x_j) = \frac{1}{4}
\]

(22)

So we can rewrite Formula (20) as
\[ H(x_i, x_j) = F(x_i, x_j) + F(x_j, x_i) - 2F(x_i, x_j) \]  

(23)

Formula (23) shows the relationship between \( F(x_i, x_j) \) and \( F(x_j, x_i) \). Hamming distance is considered to be an ideal distance measure in the same domain. Contrasting with Formula (10), \( F_o = F(x_i, x_j) \) can be taken as the known matrix for computing optimal kernel matrix \( K^* \), so Formula (17) can be rewritten as

\[ K^* = \arg \min_{K \in T} D_{o}(K, F) \]  

(24)

subject to \( K_o + K_j - 2K_o \leq \mu \), if \( (x_i, x_j) \in S \), and \( K_o + K_j - 2K_o \geq 1 \), if \( (x_i, x_j) \in D \).

Constraints generate by all known classification \((x_i, x_j)\). Matrix \( F \) can compute as

\[ F_o = \frac{1}{4} \left[ \frac{1}{2} H_o \right] \]  

(25)

where \( H_o = H(x_i, x_j) \) is Hamming distance between iris sample \( x_i \) and \( x_j \).

Let \( F \) be the similarity matrix, we can get the solution of Formula (24) by executing Algorithm 1. Finally, the optimal kernel matrix is obtained as

\[ K^* = F + \sum_{i=1}^{N} \beta_i K e_i e_i^T K_j, \]

by substituting into Formula (15), the optimal Mahalanobis distance matrix in unconstrained iris recognition is

\[ A^* = \left( X \left( F + \sum_{i=1}^{N} \beta_i K e_i e_i^T K_j \right)^{-1} X^T \right)^{-1} \]  

(26)

where \( X = [x_i \quad x_j \quad \ldots \quad x_n] \) is the training iris samples, it also calls registered samples in iris recognition, and \( X = X_1 + X_2 \).

### 4.3. Iris Feature Matching

After gaining the optimal Mahalanobis distance matrix \( A^* \), distance between \( x_i \) and \( x_j \) can be calculated by formula (5). According to the requirement of the system, a threshold \( \tau \) can be calculated for judging the classification of an unknown sample. The calculation method of \( \tau \) is the same as the method of Hamming distance comparator. If the system has a higher security requirement, \( \tau \) will set to a smaller value, then the system has a higher false reject rate (FAR). Given a test iris sample \( x_i \), the distance between \( x_i \) and the registered samples \( X = [x_i \quad x_j \quad \ldots \quad x_n] \) should be calculate by

\[ D_{ij}(x_i, x_j) = (x_i - x_j)^T A^*(x_i - x_j), \quad i = 1, L, n \]  

(27)

We can get a distance matrix by formula (27). Let the distance matrix \( T_{ij} = D_{ij}(x_i, x_j) \), it should find the minimum value \( T_{min} \) in matrix \( T \). The element \( T_{min} \) is corresponds to the registered sample \( x_m \). Judgment rules of \( x_i \) classification are following as

Rule 1: If \( T_{min} \leq \tau \), the test sample \( x_i \) and registered sample \( x_n \) is belonging to the same class, that is \( y_i = y_m \).

Rule 2: If \( T_{min} > \tau \), the test sample \( x_i \) and registered sample \( x_n \) come from different classes. \( x_i \) is different from another registered classes. In other words, the class corresponding to \( x_i \) is not registered in the system.
5. Experimental Details and Results

5.1. Unconstrained Iris Image Dataset

Unconstrained iris database ubiris.v2 [28] is used in our experiment. The dataset is an iris database that built by simulating iris image acquisition in less constraint environment. Images in ubiris.v2 are based on RGB space with a resolution of 400 by 300 pixels. Those images are acquired in two different environments named with “S1” and “S2” respectively. The final numbers in the image file name, “I10” and “I13”, denote that the images are acquired at five meters distance and four meters distance respectively from the front. The differences among the images are shown in Figure 2. The images shown in Figure 2(a) and Figure 2(b) are acquired in environment S1 at five meters distance and four meters distance. The images shown in Figure 2(c) and Figure 2(d) are images acquired in the environment S2 at five meters distance and four meters distance.

![Figure 2. Iris Image Acquired in Unconstrained Environment](image)

5.2. Segmentation and Feature Extraction

The main goal of our proposed method is to enhance the accuracy of unconstrained iris recognition system. Thus the focus of the study is not on iris segmentation or feature extraction. Hofbauer et al proposed a segmentation ground truth for some iris databases [29] and provided a partial segmentation mask of ubiris.v2. The segmentation method is used in our experiment. Depending on the experimental need, we complemented some missing data. Follow these facts, a circular pupil was surrounded by iris region, and eyelids were the split boundaries of iris region. We apply Masek’s method [30] to iris feature extraction. The 1D Log–Gabor filters are used to extract feature for the rectangular area obtained by the existing segmentation data. Every iris sample will generate a 1280 bits iris feature code.

5.3. Experimental Settings

We select one hundred classes of iris in ubiris.v2 for our experiment. All of those samples are acquired at five meters distance and four meters distance. It contains four images in every class of fifty classes. And the four images are acquired in environment S1 and S2. In the remaining fifty classes, it contains two images in every class, which are acquired in environment S1.

In the iris feature comparison process, there have 350 times for intra-class comparison. Obviously, there will be far more times of inter-class comparison than the intra-class if the inter-class samples are compared one by one between different classes. Thus we limit the comparison times between two samples from different classes. We compare the samples
from \(i\) th class with the samples from \((i+1)\) th class and \((i+2)\) th class. And samples from the ninety-ninth class will be compared with the samples from the hundredth class and the first class, similarly, the samples from the hundredth class will be compared with the samples from the first class and the second class. The total number of inter-class comparison is 1856 times.

The upper limit \(u\) and lower limit \(l\) in Formula (24) are determined by the distribution of Hamming distance. The obtained intra-class Hamming distance will be sorted in descending order, then select the value at 15% position of sequence as \(u\) value. Meanwhile, the inter-class Hamming distances are sorted in ascending order. We select the value at 15% position of ascending sequence as \(l\) value. In this way, we can obtain that \(u = 0.4676\) and \(l = 0.4845\). In DAML method, Hamming distances between iris samples are the training samples for optimal Mahalanobis distance matrix. So it will form 350 constraints that \((x_i, x_j) \in S\), and 1856 constraints that \((x_i, x_j) \in D\). Relaxation factor in Algorithm 1 is set to \(\gamma = 0.1\) in the experiment.

5.4. Experimental results

To express the performance improvement by the proposed DAML method in unconstrained iris recognition more visually, experimental results are shown as distance distribution between iris samples and the Receiver Operating Characteristic (ROC) curve. The distribution of Hamming distance is shown in Figure 3, where X-axis is the Hamming distance, and Y-axis is the number of distribution. We can calculate that, the mean Hamming distance of intra-class is 0.3584, and the mean for inter-class is 0.6033.

![Figure 3. Distribution of Hamming Distance](image)

After using DAML method, the distance between iris samples has been modified. Optimized distance distribution is shown in Figure 4, in which X-axis is the optimized distance, and Y-axis is the corresponding number. After optimizing, the optimized distance mean of intra-class is 0.3520, and the mean for inter-class is 0.6022.
The ROC curves of Hamming distance measure and optimized measure are shown in Figure 5. The ROC curve is based on False Accept Rate (FAR) as X-axis and True Accept Rate (TAR) as Y-axis, and it is an important performance indicator in biometric information recognition technology. While FAR=5.00%, the Hamming distance measure is corresponding to TAR=75.16%, and the optimized distance measure is corresponding to TAR=80.33%. While FAR=10.00%, the Hamming distance measure is corresponding to TAR=83.73%, and the optimized distance measure is corresponding to TAR=87.82%.

Experimental results above show that, good results cannot be obtained if Hamming distance is directly used as the distance measure. To enhance environment adaptability of unconstrained iris recognition and improve the system performance, we can generate constraints by making use of the existing distance measure, and apply DAML method to optimize the distance measure in iris matching process.

The mean value of intra-class and inter-class is 0.3584 and 0.6033 respectively before optimization. After optimized by using the proposed method, two values change to 0.3520 and 0.6202 respectively. The distance distribution before and after distance measure
optimization reflects that DAML optimized method makes the intra-class distance smaller, and the inter-class distance larger. Obviously, this change is more conducive to classify unknown iris sample in cross-environment situation. Besides, the ROC curve optimized by DAML method shows that the system performance has been improved after optimization. Calculation of optimal Mahalanobis distance matrix will cost extra time, but the matrix is fixed if the system environment does not change. Thus, the decision time will not increase significantly if we calculate the optimal Mahalanobis distance matrix for different environments in advance.

6. Conclusion

Environment adaptability is an important feature for unconstrained iris recognition system. To improve the environment adaptability of iris recognition system, in addition to the influence of hardware performance, we can also optimize the system by using iris recognition results in different environments. In this paper, we introduce the DAML method into iris recognition, using the known distance measures as the optimal constraints, and redefine the distance between iris samples by optimal matrix. The accuracy of iris classification has been improved after using the optimal distance. Thus the performance of the unconstrained iris recognition system is increased.
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