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Abstract

For the shortcomings of differential evolution algorithm (DE), such as the low convergence rate in the late evolution, easy to trap into the local optimal solution, and weak situation of the global search ability and the stability of optimization, an improved differential evolution algorithm based on multi-population and dynamic local search (MPDLSDE) is proposed in this paper. In the MPDLSDE algorithm, different populations select different mutation operation model in order to obtain superiority reciprocity between different models in the process of evolution. And the random selected method and small probability perturbation are used to increase the diversity of population and balance the exploitation ability and exploration ability of the algorithm. Then dynamic local search method is used to solve the current optimal solution in order to speed up the convergence rate. Several well-known benchmark functions are selected to validate the efficiency of the MPDLSDE algorithm. The simulation experiment and comparative analysis results show that the MPDLSDE algorithm can enhance the global convergence ability and get the high accuracy solution in high dimensional complex optimization problems.
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1. Introduction

Evolutionary algorithm (EA) a kind of modern stochastic search method by simulating the evolutionary process in the nature, which has been successfully used to solve all kinds of optimization problems. The typical evolutionary algorithms include differential evolution (DE)[1], genetic algorithm (GA)[2], particle swarm optimization (PSO) algorithm[3], and ant colony optimization (ACO) algorithm[4] and so on. These evolutionary algorithms do not require derivative information and the state of the function, and they have a wide range and strong robustness.

The DE algorithm is a stochastic global search algorithm and was proposed by Stron and Price in 1995. It is simple, less controlled parameters and takes on good robustness and global optimization ability. With the more and more perfecting of the theoretical research, the DE algorithm has gradually become the most commonly technology for solving the optimization problem[5]. The DE algorithm has been widely used in computer science, communication, biological information, chemical engineering, environmental protection, mechanical engineering and operation research and so on. However, some relevant literatures show that the performance of DE algorithm is highly dependent on the
generation strategies of new individual, such as mutation operation and crossover operation, and the corresponding control parameters, such as population size, gain constant and cross probability. Because different optimization problems have different mathematical properties, the inappropriate generation strategy of new individual and parameters can not only result in the high computational cost and slow convergence rate, but also tend to premature convergence and trap into local optimal solution. In addition, the different evolution strategies and parameters are used to improve the performance of the algorithm in the different evolution stages.

For the above problems, a lot of scholars have proposed some strategies and adaptive mechanism for parameters. Su and Lee[6] proposed an effective method of network reconfiguration to reduce power loss and enhance the voltage profile by the improved mixed-integer hybrid differential evolution (MIHDE) method for distribution systems. Coelho and Mariani[7] proposed an improved DE algorithms for solving economic load dispatch problems that take into account nonlinear generator features such as ramp rate limits and prohibited operating zones in the power system operation. Swagatam et al.[8] proposed an improved differential evolution algorithm for the automatic clustering of large unlabeled data sets. Coelho et al.[9] proposed a DE approach based on measure of population's diversity and cultural algorithm technique using normative and situational knowledge sources to solve the economic load dispatch problems of thermal generators. Wang et al.[10] proposed a novel mixed-integer ant direction hybrid differential evolution algorithm, called MIADHDE, to solve this kind of objective function with constraints consisting of the damping factor and damping ratio. Swagatam and Amit[11] proposed an improved variant of the differential evolution (DE) algorithm to determine the number of naturally occurring clusters in the image as well as to refine the cluster centers. Swagatam and Sudeshna[12] proposed a modified differential evolution (DE) algorithm for clustering the pixels of an image in the gray-scale intensity space. The algorithm requires no prior information about the number of naturally occurring clusters in the image. Li et al.[13] proposed an Improved Differential Evolution (IDE) algorithm for optimization problems. With the novel mutant operation adopting sub-optimal individual, the convergence of Differential Evolution (DE) algorithm is accelerated without increasing the risk of premature. Lee et al.[14] proposed an improved differential evolution algorithm, named the Taguchi-sliding-based differential evolution algorithm (TSBDEA) to solve the problem of optimization for the surface grinding process. Musrrat and Millie[15] proposed a modified differential evolution (MDE) that enhances the convergence rate without compromising with the solution quality for optimization of real-valued, multimodal functions. Zou et al.[16] proposed an improved differential evolution algorithm (IDE) to solve task assignment problem. The IDE modifies two important parameters of DE algorithm: scale factor and crossover rate. Arnob et al.[17] proposed a very simple yet very much effective adaptation technique for tuning Scale Factor (F) and Crossover Rate (Cr). The adaptation strategy is based on the objective function value of individuals in the DE population. Jia et al.[18] proposed an improved version of \((\mu + \lambda)\)-CDE, named ICDE, to overcome the main drawbacks of \((\mu + \lambda)\)-constrained differential evolution \((\mu + \lambda)\)-CDE and solve constrained optimization problems (COPs). Deng et al.[19] proposed an improved self-adaptive differential evolution algorithm with multiple strategies (ISDEMS) algorithm using a different search strategy and a parallel evolution mechanism. Nikhil et al.[20] proposed an improving differential evolution through borrowing of operations from a benchmark solver G3-PCX. Baatar et al.[21] proposed an improved differential evolution algorithm adopting a new mutation strategy, ‘DE\(\lambda\)-best1,’ to increase the performance of global optimization. The suggested mutation strategy guides the population to the feasible region of various constraint optimization problems. Huang[22] proposed an improved differential evolution algorithm based on loglinear model and implemented to avoid to fall into local optimum value and improve the slow convergence rate. Wang and Ma[23] proposed several improved DE algorithms.
to find a balance between global and local search and get optimal solutions through rapid convergence. Kordestani et al.[24] proposed a new variant of Differential Evolution (DE), called ADE-Grid, which adapts the mutation strategy, crossover rate (CR) and scale factor (F) during the run. Gong et al.[25] proposed an improved constrained differential evolution (DE) method to efficiently optimize the constrained engineering problems. Costa and de Oliveira[26] proposed a Differential Evolutionary Clustering Search (DECS) for the majority continuous optimization functions benchmarks. Zhang and Duan[27] proposed improved constrained differential evolution (DE) algorithm to generate an optimal feasible route for the unmanned aerial vehicles (UAVs) in the three-dimensional environment. Ho-Huu et al.[28] proposed a novel discrete variables handling technique and integrating it into original ICDE to give a so-called Discrete-ICDE (D-ICDE) for solving layout truss optimization problems. Yi et al.[29] proposed a novel differential evolution algorithm based on adaptive differential evolution algorithm by implementing pbest roulette wheel selection and retention mechanism.

These improved DE algorithms overcome the premature convergence and falling into local optimum problems. But there exists some shortcomings, such as the low convergence rate in the late evolution and weak situation of the global search ability and the stability of optimization and so on. So an improved differential evolution algorithm based on multi-population and dynamic local search(MPDLSEDE) based on multi-population, random mutation operation and dynamic local search method is proposed in this paper. To validate the effectiveness of the proposed MPDLSDE algorithm, some Benchmark functions are selected and tested.

2. Differential Evolution Algorithm

The DE algorithm is a random search algorithm based on introducing the novel and unique differential mutation operators. It has the advantages of simple structure, easy implementation, efficient and fast speed, and good robustness. The main idea is to use the individual difference (difference vector) of the current population for constructing the differential mutation operator of mutation individual. The operator differences and zooms two different individual vector in the same population, then adds the third individual vector in this population in order to obtain a mutation individual vector. The mutation individual vector crosses the parent individual vector according to the certain probability in order to generate trial individual vector. Finally, the trial individual vector and parent individual vector implement the paired league selection by using greedy selection mechanism, the better individual vector is saved to the next generation.

The flow chart of DE algorithm is shown in Figure 1.
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The different mutation and selection strategies are used to improve the convergence rate and the accuracy of DE algorithm. The \( \text{DE/rang/1/bin} \) is selected in this paper, the steps of DE algorithm is described as follows:

**Step1. Initialize Population**

The key parameters of the population size \( (N) \), the mutation factor \( (F) \), the crossover rate \( (CR) \) and the stopping criterion \( (T) \) in the DE algorithm are initialized. Each individual is encoded as one vector of floating-point number with the same length of decision parameter. The upper bound and lower bound of each decision variable are initialized according to the uniform probability distribution in the D-dimension problem space. The following equation is used to initialize the individuals of population.

\[
X^i = [x^i_1, x^i_2, \cdots, x^i_D]
\]

where \( D \) represents the dimension of individual variables. Each individual in the specified value: \( [x_{j_{\min}}, x_{j_{\max}}] \) of objective function is randomly generated:

\[
x^i_j(0) = x_{j_{\min}} + \text{rand}(0,1) \times (x_{j_{\max}} - x_{j_{\min}}) \quad (j = 0, 1, 2, \cdots, D)
\]

where \( x_{j_{\min}} \) and \( x_{j_{\max}} \) respectively denote the lower bound and upper bound of the individuals in the population.

**Step2. Mutation Operation**

The different mutations of DE algorithm will be classified by the following notation: \( \text{DE/} \alpha/\beta/\delta \). \( \alpha \) is the method of selecting the parent chromosome. \( \beta \) is the number of difference vectors, and \( \delta \) is the recombination mechanism. The \( \text{bin} \) acronym indicates that the recombination is controlled. DE algorithm realizes the individual mutation for each target vector by using differential strategy. Each vector includes two different individuals \( (x'_{g_{\text{best}}}, x'_{g}) \) of the parent. According to the different generation strategies of mutation individual, many different DE algorithms are proposed in the different literatures.

(1) \( \text{DE/rand/1/bin} \) approach

\[
x^i_k = x^i_{g3} + F * (x'_{g1} - x'_{g2})
\]

(2) \( \text{DE/rand/2/bin} \) approach

\[
x^i_k = x^i_{g3} + F *[ (x'_{g1} - x'_{g2}) + (x'_{g4} - x'_{g5})]
\]

(3) \( \text{DE/best/1/bin} \) approach

\[
x^i_k = x'_{\text{best}} + F * (x'_{g1} - x'_{g2})
\]

(4) \( \text{DE/rand/2/bin} \) approach

\[
x^i_k = x'_{\text{best}} + F *[ (x'_{g1} - x'_{g2}) + (x'_{g4} - x'_{g5})]
\]

(5) \( \text{DE/current-to-best/1} \) approach

\[
x^i_k = x^i_{g3} + F *[ (x'_{g1} - x'_{g2}) + (x'_{\text{best}} - x'_{g3})]
\]

where \( t \) is the generation, \( x'_{g1}, x'_{g2}, x'_{g3}, x'_{g4} \) and \( x'_{g5} \) are separate random individuals. \( x'_{\text{best}} \) denotes the best fitness function value of individual of \( g \) generation in the population. \( F \) is scale factor \( (F>0) \), which controls the amplification of the difference between two individuals.
Step3. Crossover Operation

The goal of crossover operation is to obtain an offspring by mixing current components. In order to enhance the potential diversity of the population, the crossover operation plays a key role. The essence of crossover operation is to realize the uniform crossover between the generated individual \( x_g \) in the mutation and the \( i^{th} \) individual \( x'_i \) in the population in order to compensate mutation search in the previous step to generate test vector \( x_G \). This operation includes the binomial crossover method and index crossover method. The binomial I crossover method is used in this paper. The crossover operator expression is:

\[
x_{Gj} = \begin{cases} 
  x_{ij} \text{ rand}(0,1) \leq CR \text{ or } j = j_{\text{rand}} & j = 1,2,\ldots,D \\
  x'_0 & \text{other}
\end{cases}
\]  

(7)

where \( j_{\text{rand}} \in \{1,2,\ldots,D\} \) is a random integer, which is used to ensure that at least one component in target individuals \( x'_i \) makes the crossover operation. \( x'_{ij} \) stands for the \( i^{th} \) individual of \( j^{th} \) real-valued vector, \( x_{kj} \) stands for the \( i^{th} \) individual of \( j^{th} \) real-valued vector of a mutant vector, \( \text{rand}(0,1) \) is the \( j^{th} \) evaluation of a uniform random number generation with \([0,1]\), \( CR \) (crossover rate) is \([0,1]\).

Step4. Selection operation

The goal of selection operator is to construct one population by selecting the trial vectors and their predecessors (target vectors). The DE algorithm generates the offspring by using the greedy selection strategy. The test individual will be competed between \( x_G \) and \( x'_i \) after the crossover operation is executed. The better fitness value of the individual is selected as the offspring. If the objective function is to be minimized, the selected operation equation is:

\[
x_{i+1} = \begin{cases} 
  x_G & f(x_T) < f(x'_i) \\
  x'_i & f(x_T) \geq f(x'_i)
\end{cases}
\]  

(8)

Step5. Termination condition

If the optimal solution is required or the max number of iterations is exceeded, then the solution is stopped. Otherwise, repeat Step1.–Step4.

3. An improved differential evolution algorithm

3.1. Multi-population Strategy

The population is randomly divided into \( N \) sub-populations according the fitness value to enable the dynamic exchange information among these individuals. In each iteration, the parallel evolution strategy is executed in each sub-population. And all individuals are sorted according to their fitness values. The best individual is obtained to randomly replace the worst individual in each sub-population. Then the fitness values of these individuals are computed again in order to complete the exchange information among these individuals. A new population is obtained by combining the \( N \) sub-populations. The multi-population strategy can keep the evolutionary stability of the best individuals and avoids the premature convergence in the evolution process.
3.2. Random Mutation Operation Strategy

The mutation operation is a very important operation in the differential evolution algorithm. With the increase of the evolution iteration, the difference between individuals is gradually becoming smaller, so that the algorithm can converge. In order to avoid premature convergence and increase the diversity of population, the random mutation operation method is used in this paper. The specific expression is given as follows:

\[
x_{i,g+1} = \begin{cases} 
  x_{i,g} + rand_1 * (x_{i,1} - x_{i,2}) & \text{if } rand > 0.5 \\
  x_{gbest} + rand_2 * (x_{i,1} - x_{i,2}) & \text{if } rand \leq 0.5 
\end{cases}
\]

(9)

where \( rand_1 \), \( rand_2 \) and \( x_{gbest} \) are uniform random number on [0,1], \( x_{i,0} \), \( x_{i,1} \) and \( x_{i,2} \) are randomly selected individuals from the current population. \( x_{gbest} \) is optimal individual of current population. The random mutation operation method can effectively expand the search performance of the algorithm, take into account the exploration ability and development ability in order to achieve better results.

3.3. Dynamic Local Search Strategy

The dynamic search technology is proposed based on the random search technology, which is composed of general search and local search. It mainly carried out the random search in the neighborhood of the current solution, and the search step size is gradually reduced with the number of iterations to make the current solution and its surrounding neighborhood for obtaining a full search. The standard DE algorithm is lack of local search ability for leading to the slow convergence of the algorithm. In order to make up for this shortcoming, the dynamic local search operator is introduced into the DE algorithm in order to make use of its powerful exploitation ability to search the optimal solution for many times, so that it can quickly converge to the optimal solution.

4. Experiment Results and Analysis

4.1. Experiment Functions

In order to test the performance of proposed MPDLSDE algorithm for solving complex problem, some benchmarks functions are chosen in this paper. These typical experiment functions from benchmarks testing set, include Step function, Schwefel function, Rosenbrock function, Ackley function and Griewank function. The specific function expression, optimum value, dimension, range is shown in Table 1.

<table>
<thead>
<tr>
<th>Index</th>
<th>Function</th>
<th>Expression</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_1 )</td>
<td>Step</td>
<td>( f(x) = \sum_{i=1}^{n} (</td>
<td>x_i + 0.5</td>
</tr>
<tr>
<td>( f_2 )</td>
<td>Schwefel</td>
<td>( f(x) = \max {</td>
<td>x_i</td>
</tr>
</tbody>
</table>
\[ f_3 \text{ Rosenbrock} \quad f(x) = \sum_{i=1}^{n} 100(x_i - x_{i-1}^2)^2 + (x_{i-1} - 1)^2 \quad [-30,30] \]

\[ f_4 \quad \text{Ackley} \quad f(x) = -20 \exp \left[ \sum_{i=1}^{n} \frac{x_i^2}{n} \right] - \exp \left( \sum_{i=1}^{n} \cos(2\pi x_i) / n \right) + 20 + e \quad [-32,32] \]

\[ f_5 \quad \text{Griewank} \quad f(x) = \frac{1}{4000} \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos \left( \frac{x_i}{\sqrt{i}} \right) + 1 \quad [-600,600] \]

4.2. Experiment Environment

The standard DE algorithm, ADE algorithm and ACDE algorithm are selected to compare with MPDLSDE algorithm. In the first, all parameters of these algorithms are initialized. The values of parameters of these algorithms could be a complicated problem itself, the change of parameters could affect the optimum value. So the selected ones are those that gave the best computational results concerning both the quality of the solution and the run time needed to achieve this solution. The obtained initial values of these parameters are: population size \( NP = 66 \), the sub-population number is 3, the function dimension is 30, the maximum evolution generation \( T_{max} = 500 \), each algorithm is independently run 20 times. Run environment is: Matlab 2010, running on the Pentium IV, 4.0GB RAM.

4.3. Experiment Results

The average optimal adaptive value is used as the basis of performance comparison. Finally, the experiment results are shown in Table 2.

**Table 2. The Experimental Tested Results (30D)**

<table>
<thead>
<tr>
<th>Fun</th>
<th>Algorithm</th>
<th>Opt. value</th>
<th>Max value</th>
<th>Min value</th>
<th>Average value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_1 )</td>
<td>DE</td>
<td>3.453 305E-19</td>
<td>3.427 681E-24</td>
<td>4.603 472E-20</td>
<td></td>
</tr>
<tr>
<td>( f_1 )</td>
<td>ADE</td>
<td>4.431 053E-22</td>
<td>3.957 648E-27</td>
<td>3.356 745E-23</td>
<td></td>
</tr>
<tr>
<td>( f_1 )</td>
<td>ACDE</td>
<td>3.427 241E-23</td>
<td>7.734 074E-29</td>
<td>2.035 943E-24</td>
<td></td>
</tr>
<tr>
<td>( f_1 )</td>
<td>MPDLSDE</td>
<td>0.000 000E+00</td>
<td>0.000 000E+00</td>
<td>0.000 000E+00</td>
<td></td>
</tr>
<tr>
<td>( f_2 )</td>
<td>DE</td>
<td>3.452 064E-02</td>
<td>4.903 746E-05</td>
<td>6.312 045E-03</td>
<td></td>
</tr>
<tr>
<td>( f_2 )</td>
<td>ADE</td>
<td>4.103 862E-03</td>
<td>2.240 847E-06</td>
<td>7.045 374E-04</td>
<td></td>
</tr>
<tr>
<td>( f_2 )</td>
<td>ACDE</td>
<td>1.486 235E-03</td>
<td>3.457 903E-07</td>
<td>5.350 743E-04</td>
<td></td>
</tr>
<tr>
<td>( f_2 )</td>
<td>MPDLSDE</td>
<td>3.420 841E-05</td>
<td>2.438 075E-09</td>
<td>4.047 845E-06</td>
<td></td>
</tr>
<tr>
<td>( f_3 )</td>
<td>DE</td>
<td>3.045 934E+01</td>
<td>6.034 741E-05</td>
<td>4.394 047E-01</td>
<td></td>
</tr>
</tbody>
</table>
In this paper, the obtained max value, the obtained min value and the obtained average value are selected to describe the performances. As can be seen in Table 2, we easily discover that the proposed MPDLSDE algorithm can find the best solution for Step function, Schwefel function, Rosenbrock function, Ackley function and Griewank function by observing the experiment results. So the proposed MPDLSDE algorithm takes on better optimization performance than the standard DE algorithm, ADE algorithm and ACDE algorithm. It is more capable to search for the global optimization solution and overcome the premature phenomenon for the high-dimensional function problems. Therefore, the proposed MPDLSDE algorithm takes on the better global convergence ability in solving high dimensional optimization problems.

5. Conclusion

The DE algorithm is a stochastic, population-based, evolutionary search algorithm. It is an efficient and powerful optimization algorithm, which widely applied in scientific research and engineering field. But it exists premature convergence, poor search ability and easy falling into local optimal solutions in solving complex problem. In order to improve the performance of DE algorithm, an improved differential evolution algorithm based on multi-population and dynamic local search(MPDLSDE) algorithm is proposed in this paper. The MPDLSDE algorithm uses different populations to obtain superiority reciprocity between different models in the process of evolution. The dynamic local search method is used to solve the current optimal solution in order to speed up the convergence rate. The random mutation operation method can effectively expand the search performance of the algorithm, take into account the exploration ability and development ability in order to achieve better results. Several well-known benchmark functions are selected to validate the efficiency of the MPDLSDE algorithm. The simulation results show that the proposed MPDLSDE algorithm can greatly improve the convergence speed and accuracy. And the optimization performance is better than the standard DE algorithm, ADE algorithm and ACDE algorithm.
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