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Abstract

In cognitive radio, most of existing research efforts devoted to spectrum sharing have two weaknesses as follows. First, they are largely formulated as a Markov decision process (MDP), which requires complete knowledge of channel. Second, most of the studies are online learning based on perceived channel. To solve the above problems, a new algorithm is proposed in this paper: if the authorized user exists in the current channel, the second user will send conservatively in low rate, or send aggressively. When sending conservatively, the state of the channel is not directly observable, the problem turns out to be Partially Observable Markov Decision Process (POMDP). We first establish the optimal threshold when the channel is known, then consider the optimal transmission when the channel is unknown and model for multi-armed bandit. We get the optimal K-conservative policy through the UCB algorithm and improve the convergence speed by UCB-TUNED algorithm. Simulation and analysis results show that it is the same result of K-conservative policy no matter the multi-armed bandit online learning under not fully known channel or the optimal threshold policy under known channel. At the same time, we improve the convergence speed by UCB-TUNED algorithm.
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1. Introduction

In recent years, the wireless device (smart mobile phone and tablet computer) popularity led to a sharp increase in demand for more bandwidth, and spectrum resources become fewer and fewer available for distribution, which caused the spectrum resources nervous, but on the other hand, utilization rate of wireless spectrum is very low. According to [1], the spectrum utilization rate of more than 90% allocated is serious shortage. Dynamic spectrum access technology solves a lot of contradictions between the spectrum utilization and spectrum scarcity. The most promising realization in dynamic spectrum is the cognitive radio (CR). Spectrum sharing is the key technology of the effective use of idle frequency band to improve the spectrum utilization in cognitive radio system.

At present, domestic and foreign researchers have proposed a variety of spectrum sharing model, [2, 3] researched the heuristic algorithm based on graph coloring and biology. [4, 5]
proposed respectively based on the auction mechanism of economics and game theory. [6] put forward spectrum sharing model of cross layer optimization. These models allow unauthorized users share the authorized users of the band without causing harmful interference to licensed users, but not to analyze the configuration parameters of the channel model in the process of transmission. [7] considered GE attenuation to minimize the transmission channel capacity and delay and modeled as partially observable markov decision process (POMDP) by single threshold strategy for the analysis of various parameters. [8] considered the non-Bayesian perception problems with unknown parameters, and achieved approximate logarithmic regret value through online learning, but did not consider the optimal transmission of different channel condition.

According to the above problem, this paper proposes online learning scheme of the optimal transmission based on unknown Gilbert-Elliott channel: modeling network channel based on POMDP and K arm bandit algorithm can be converted to k conservative strategy. UCB and UCB-Tuned algorithm are adopted to realize and optimize.

2. The System Model

Assumptions in the authorized user network, each channel $S$ with just two states, namely binary Gilbert-Elliott markov chain: as shown in Figure 1, when $S=1$, indicates that the current channel is free; if $S=0$, indicates that the current state is busy. $\lambda_0$ is the transition probability from busy to idle state , $(1 - \lambda_1)$ is the state transition probability from idle to busy.

![Figure 1. G-E Channel Model](image)

2.1. POMDP Model

In POMDP, unauthorized users (SU) make use of the existing part of the information, history action and immediately return values to make decisions. As shown in Figure 2 for POMDP model [10], $b$ is a belief state and a probability distribution of all status in set $S$. SU's probability is $b(s)$ in state $s$, and $\sum_{s \in S} b(s) = 1.0$. All possible belief state constitutes the belief space representation of $B(S) = \{b : \sum_{s \in S} b(s) = 1.0, \forall s, b(s) \geq 0\}$. According to [9], belief state is a sufficient statistic of the optimal operation strategy for $A^*$. The model is described as: 1) the state estimator (SE) : $P \times A \times B(S) \rightarrow B(S)$, where $P$ is the confidence probability, namely the state estimator (SE) is responsible for update the current belief $b$ according to the last action, belief state and the current observation. 2) the strategy $\pi : B(S) \rightarrow A$, namely using the strategy $\pi$ to choose the action $a$ in the current belief state $b$, and the return of $R(B, a)$, which is expressed as $r(b, s) = \sum_{s \in S} b(s) r(s, a)$.
2.2. Channel Modeling based on POMDP

The assumption that the current channel is Gilbert-Elliott channel which has a two value Markov chain state: when the S=1, the current channel is in the idle, namely SU channel condition is good, in which the data can be transmitted successfully in high speed; while S=0, it indicates that the current channel is busy, namely SU channel state is poor, only in which SU can transmit successfully the data at a lower rate. Transfer probability is expressed as:

\[
P = \begin{bmatrix} P_{00} & P_{01} \\ P_{10} & P_{11} \end{bmatrix} = \begin{bmatrix} 1 - \lambda_0 & \lambda_0 \\ 1 - \lambda_1 & \lambda_1 \end{bmatrix}
\]

(1)

where \( \alpha = \lambda_1 - \lambda_0 \), assuming that the channel is positively related, then \( \alpha > 0 \).

At the beginning of each time slot, SU needs to make the action selection:

1) Send Conservatively (SC): SU transmits data at low speed. In this action, no matter what is the state of the current channel, the SU data transmission could be achieved, and returns R1. Therefore, SU cannot learn the channel state in the action.

2) Sending aggressively (SA): SU transmits data at high speed. If the channel condition is good, SU high-speed data transmission is successful, and gets the return R2, and \( R_2 > R_1 \); if the channel condition is poor, high speed data transmission will cause greatly the error rate and packet loss rate, and get the penalty value C. Therefore, in the action of SU can obtain the next state through learning.

When sending conservatively, state of the channel cannot be directly observed, so the problem is modeled as a POMDP model. The POMDP model is the conditional probability of the good channel state which is given in all the case of historical observation and action and expressed as \( b = Pr \ [St = 1 \mid Ht] \), where \( Ht \) is all historical actions and observations information before the first t slot. When sending aggressively, SU can learn the channel state. Therefore, when the channel state is good, the belief is \( \lambda_1 \); the belief is \( \lambda_0 \) when the channel state is poor. Expected return is expressed as:

\[
R( b_t, A_t) = \begin{cases} R_i & A_t = SC \\ b_t R_2 - (1 - b_t) C & A_t = SA \end{cases}
\]

(2)

where \( b_t \) is the belief in good state and \( A_t \) is the action at time t.
3. The known Channel State of the Optimal Transmission Threshold Strategy

The most typical MAB question is: a gambling machine has the K arms, from which the gambler chooses to operate an arm to get reward, which is from the relevant distribution of the arm, and gambling does not know the reward expectations size of each distribution arm. In a specific period of time, gambling can only operate one arm; gamblers find the greatest reward of the arm as soon as possible, and gambling.

3.1. K Conservative Strategy Structure Modeling

In this section, we will discuss the K-conservative policy, where K is the number of time slots to send conservatively after a failure, before sending aggressively again as is shown in Figure 3.

![Figure 3. K Conservative Policy Markov Chain](image)

The states are the number of time slots which the transmitter has sent conservatively since last failure. There are K+2 states in this Markov chain. State 0 corresponds to the moment that sending aggressively fails and it goes back to sending conservatively stage. State K-1 corresponds to that the transmitter has already sent conservatively for K time slots, and it will send aggressively next time slot. If the transmitter sends aggressively and succeeds, it goes to state SA and continues to send aggressively at the next time slot; otherwise it goes back to state 0. The probability that transmitter stays in state SA is \( \lambda_1 \). The transmitter has to wait K time slots before sending aggressively again, so the probabilities from state i to state i+1 is always 1 when \( 0 \leq i < K \).

There is K+2 states, each state corresponds to a belief and an action; belief and action determine the expected total-discounted reward. Thus given K, there are K+2 different expected total-discounted rewards.

3.2. The Challenge of the K Conservative Strategy

In this section, we will discuss how to find the optimal policy if the underlying channel’s transition probabilities are unknown. To find the optimal K, we use the idea of mapping each K-conservative policy to a countable multi-armed bandit of countable time horizon. Now there are two challenges: (1).The number of arms can be infinite. (2). To get the true total discounted reward, each arm requires to be continuing played until time goes to infinity. To address these two challenges, we weaken our objective to find a suboptimal which is an(OPT-\( \varepsilon, \delta \)) approximation of the optimal arm instead. Theorem 1 and theorem 2 address the two challenges respectively.

Theorem 1: Given an \( \varepsilon \) and bound B on \( \alpha \), there exists \( \forall K \geq K_{\text{max}} \), the best arm in the arm set \( C = \{0, 1, \ldots, K, \text{SC}\} \) is an (OPT-\( \varepsilon \)) arm.

Proof: If K>\( K_{\text{opt}} \), the optimal arm is already included in the arm sets.
If \( K_{\text{opt}} = \infty \), let arm SC correspond to the always sending conservatively policy.
If $K < K_{opt} < \infty$, suppose that transmitter has already sent conservatively for $n$ time slots,

$$V^{\pi_{K_{opt}}}(p) - V^\pi_k(p) = \left[ R \frac{1 - \beta^{K_{opt}}}{1 - \beta} + \beta^{K_{opt}} V_{SA}(T^{K_{opt}}(p)) \right] - \left[ R \frac{1 - \beta^K}{1 - \beta} + \beta^K V_{SA}(T^K(p)) \right]$$

$$= \beta^K \left[ R \frac{1 - \beta^{K_{opt} - K}}{1 - \beta} + \beta^{K_{opt}} V_{SA}(T^{K_{opt}}(p)) \right] - \beta^K V_{SA}(T^K(p))$$

when $T(p) > p$, $V(T(p)) = V_{SA}(T(p))$;
when $T(p) \leq p$, $V(T(p)) = R_1/(1 - \beta)$;

$V_{SA}(T(p)) > R_1/(1 - \beta)$;

$$V^{\pi_{K_{opt}}}(p) - V^\pi_k(p) < \beta^K \left[ V_{SA}(T^{K_{opt}}(p)) - V_{SA}(T^K(p)) \right]$$

when $K \geq log \frac{\delta}{B C'} - 1$, $V^{\pi_{K_{opt}}}(p) - V^\pi_k(p) < \varepsilon$

**Theorem 2:** Given a $\delta$, there exists $\forall T \geq T_{max}$, an arm for the finite horizon total discounted reward up to time $T$ is at most $\delta$ away from the infinite horizon total discounted reward.

Proof

$$E \left[ \sum_{t=0}^{\infty} \beta^t R(b, A) | b = p \right] - E \left[ \sum_{t=0}^{T_{max}} \beta^t R(b, A) | b = p \right] = E \left[ \sum_{t=0}^{\infty} \beta^t R(b, A) | b = p \right] - E \left[ \sum_{t=0}^{\infty} \beta^t R(b, A) | b = p \right]$$

when $R(b, A) \leq R_2$, $\sum_{t=0}^{\infty} \beta^t = \frac{\beta^{T_{max}+1}}{1 - \beta}$

$$E \left[ \sum_{t=0}^{\infty} \beta^t R(b, A) | b = p \right] - E \left[ \sum_{t=0}^{T_{max}} \beta^t R(b, A) | b = p \right] \leq \frac{\beta^{T_{max}+1}}{1 - \beta} - R_2$$

when $T \geq log \frac{\delta(1 - \beta)}{R_2} - 1$
3.3. UCB Algorithm

UCB (Upper Confidence Bound) algorithm is a class of algorithms to solve the MAB collectively, based on currently available information, and tries to strike a balance between the exploitation and exploration with an adjustment of the value.

Generally speaking, the arm will be chosen according to the largest UCB value, which is based on the average income of each arm of the current value (i.e., its performance to date), plus an additional parameter, which will be relatively reduced with increasing the number of each arm selected. UCB is expressed by the formula:

\[
\bar{x}_i + \sqrt{\frac{2 \ln(n)}{n_i}}
\]

(3)

\[
\bar{x}_i = \frac{(1 - \beta) \bar{A}_i + C}{R_2 + C}
\]

(4)

where \( \bar{x}_i \) is the i arm average earnings so far, \( n_i \) is the number of times which the i arm is tested, \( N \) is the total number of all arms currently being tested. Let formula (3) of the value of the largest arm will be selected the next arm. Prior to entry is the past performance of the arm, namely the exploitation; after the item is to adjust the parameters, namely exploration.

While the UCB-TUNED compared with UCB experiment is better allocation strategy. The UCB-TUNED formula is as follows:

\[
V_j(s) = (\frac{1}{s} \sum_{\gamma=1}^{s} \bar{x}_{j,\gamma}^2) - \bar{x}_{j,s}^2 + \frac{2 \log n}{s}
\]

(5)

\[
\bar{x}_{j,s} + \sqrt{\frac{\log n}{n_i} \min \left\{ \frac{1}{4}, V_j(n_j) \right\}}
\]

(6)

\[
V_i(s) = \left\{ \frac{1}{n_i} \sum_{\gamma=1}^{n_i} \left\{ \frac{(1 - \beta) \bar{A}_{i,\gamma} + C}{R_2 + C} \right\}^2 - \left\{ \frac{(1 - \beta) \bar{A}_i + C}{R_2 + C} \right\}^2 + \frac{\log n}{n_i} \min \left\{ \frac{1}{4}, V_i(n_i) \right\} \right\}
\]

(7)

4. Simulation Results

This section compares the two methods of optimal transmission: one is offline algorithm of the optimal transmission threshold strategy put forward [11], and the other is online learning algorithm of K arm machine.

4.1. The off-line Algorithm for Optimal Transmission Threshold Strategy

According to [11], the simulation environment of the single threshold is established as follows:
Parameter settings:

Table 1 shows the configuration parameters used in simulation of threshold structure of the optimal policy. We assume that the channel is positive correlation, which means $\lambda_1 \geq \lambda_0$. The value of $\lambda_1$ is shown in Table 1.

**Table 1. Parameters Setting of the Optimal Threshold Strategy**

<table>
<thead>
<tr>
<th>Type</th>
<th>Value</th>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_0$</td>
<td>0.01:0.05:0.9</td>
<td>$\lambda_1$</td>
<td>$\lambda_0(1):0.05:0.99$</td>
</tr>
<tr>
<td>R1</td>
<td>1</td>
<td>$\beta$</td>
<td>0.75</td>
</tr>
<tr>
<td>R2</td>
<td>2</td>
<td>n</td>
<td>1:10000</td>
</tr>
</tbody>
</table>

Algorithm steps:

Step 1: Initialization parameters $R_1, R_2, C, \beta, \lambda_0, \lambda_1, K_{opt}$;
Step 2: Definition of $K_{array}$, the purpose is to store $\lambda_0, \lambda_1, \rho$ and $K_{opt}$, which meet the conditions.
Step 3: for $i = 1:length(\lambda_0)$
  for $j = 1:length(\lambda_1)$
    when $n = 1:10000$, Calculation $V(\lambda_0)$
    when $n = 1:10000$, Calculation $V(\lambda_1)$
    when $Tk-1(\lambda_0) < \rho$, $Tk-1(\lambda_0) \geq \rho$, Calculation $K_{opt}$;
  end for
end for

Simulation analysis:

According to the above algorithm steps, get Figure 4 and Table 2.

**Figure 4. The Expected Discount Total Return of the Threshold Optimal Strategy**
Table 2. The Optimal Strategy of the Threshold Structure

<table>
<thead>
<tr>
<th>λ₀</th>
<th>λ₁</th>
<th>ρ</th>
<th>K_{opt}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.06</td>
<td>0.6000</td>
<td>∞</td>
</tr>
<tr>
<td>0.16</td>
<td>0.91</td>
<td>0.4553</td>
<td>4</td>
</tr>
<tr>
<td>0.16</td>
<td>0.96</td>
<td>0.4597</td>
<td>3</td>
</tr>
<tr>
<td>0.26</td>
<td>0.86</td>
<td>0.5060</td>
<td>2</td>
</tr>
<tr>
<td>0.36</td>
<td>0.91</td>
<td>0.5446</td>
<td>1</td>
</tr>
<tr>
<td>0.61</td>
<td>0.66</td>
<td>0.6023</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 4 and Table 2 can get the following conclusion:

- When \( \lambda_0 = 0.01, \lambda_1 = 0.06, n \to \infty \), \( T^*(\lambda_0) \to \lambda_s \), so always keep to send, namely \( K_{opt} \to \infty \);
- When \( \lambda_0 = 0.61, \lambda_1 = 0.66 \), says the channel condition is good, and always sends aggressively, \( K_{opt} = 0 \);
- When \( \lambda_0 = 0.16, \lambda_1 = 0.91 \), \( K_{opt} = 4 \), says sending aggressively after sending conservatively 4 slots, and the total discount reward can obtain the maximum.
- The corresponding optimal K step can be offline obtained under different channel state through single threshold.

4.2. Online Learning Algorithm of K Arm Gambling Machine in the Unknown Channel State

The learning algorithm of online K arm gambling machine is proposed. The specific simulation environment setting is shown in Table 1.

Parameter settings:

Considering the convergence of the algorithm, so the total running time slot is set to \( T_{inter} = 10^9 \).

Table 3. Parameter Settings of Online Learning Algorithm of K Arm Gambling Machine

<table>
<thead>
<tr>
<th>Type</th>
<th>Value</th>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T )</td>
<td>( 10^7 )</td>
<td>The total number of the tested arm: ( \text{armnu} )</td>
<td>( 30 )</td>
</tr>
<tr>
<td>Slot number of each arm running at least: ( \text{TMAX} )</td>
<td>( 100 )</td>
<td>the slot number of each arm: ( \text{NI} )</td>
<td>( \text{zeros(armno, 1)} )</td>
</tr>
<tr>
<td>( \alpha : \beta )</td>
<td>( 0.8 )</td>
<td>( \delta )</td>
<td>( 0.02 )</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>( 0.02 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Algorithm steps:

Step 1: Initialization parameters \( \lambda_0, \lambda_1, T, \text{TMAX, armnu, ts, NI} \);
Step 1: The algorithm is online learning method based on the unknown channel state of POMDP model, so each arm gets a reward or punishment in the generation of action according to the observed state.

Step 1: Initialize each arm of the UCB value;

Step 1: for $kk=1$ : inter do

for $ts=1:T-TMAX$

Select the maximum UCB value or UCB-TUNED value as the optimal arm, and run the current optimal arm by

$$UCB = \frac{(1 - \beta) \bar{A}_n + C}{R + C} + \sqrt{\frac{2 \ln(n)}{n}}$$

$$UCB-TUNED = \left\{ \frac{1}{n_s} \sum_{i=1}^{n_s} \left( \frac{(1 - \beta) \bar{A}_{n_s} + C}{R + C} \right)^2 - \left( \frac{(1 - \beta) \bar{A}_n + C}{R + C} \right)^2 + \frac{1}{4} \ln(n_s) \right\}$$

end for

end for

Simulation Analysis:

According to the above algorithm steps draw diagrams 5-8:

As shown in Figure 5 for the UCB algorithm, the performance of all arms with $\lambda_0 = 0.36$ and $\lambda_1 = 0.91$ channel state. The arm 1 is the optimal arm of the channel condition, and arm 1 is selected to tend to 1 with increasing operating time, while using the other arm is selected to tend to 1 the rate tends to 0. The same method can be obtained other $\lambda_0$ and $\lambda_1$ corresponding optimal arm.

Figure 5. The Optimal Arm in the Same Channel State

Figure 6 shows the convergence of the corresponding optimal arm to get different $\lambda_0$ and $\lambda_1$ channel state, seen from the diagram, as time increases, the optimal arm was selected to run longer than gradually tends to 1.
Figure 6. The Optimal Arm in the Different Channel State

Figure 7 shows the convergence speed of all the arm is faster compared with Figure 5 UCB algorithms by UCB - turned algorithm in the same $\lambda_0$ and $\lambda_1$ channel condition.

Figure 7. The Optimal Arm in the Same Channel State by UCB-TUNED

Figure 8 shows the convergence speed of all the arm is faster compared with Figure 6 UCB algorithm by UCB - turned algorithm in the different $\lambda_0$ and $\lambda_1$ channel condition.

Figure 8. The Optimal Arm in the Different Channel State by UCB-TUNED
5. Conclusions

The optimum transmission is mostly based on full knowledge of channel modeling. Aiming at the cognitive radio environment is not entirely the case, the channel is modeled as a partially observable Markov process, and the online learning method of optimum transmission is based on the multi armed bandit. Simulation results show that, when the channel is not completely known case, the online learning algorithm of multi-armed bandit can get the optimal K strategy. At the same time, this paper improves the convergence of K step conservative strategy optimal transmission by UCB-TUNED method.4.
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