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Abstract

Design Pattern Detection is a part of many solutions to Software Engineering difficulties. The usage of design patterns leads to benefits for new and young developers by enabling them to reuse the knowledge of their experienced colleagues. Mining of design pattern instances is important for program understanding and software maintenance. Hence a reliable design pattern mining is required. Here we are using the relational view of subgraph isomorphism to detect design patterns in the source code.
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1. Introduction

Design patterns [1] increasingly being applied in object oriented software design processes as a part of many solutions to Software Engineering difficulties and thus extensively used by software industries. Each Design pattern denotes a high level abstraction, and contains expert knowledge. It is a part of reengineering process and thus gives important information to the designer. A design pattern can be reused as a building block for better software implementation and their documentation in a software system can improve software maintenance and program understanding. With the help of these patterns specific design problem can be solved and object oriented design become more flexible and reusable. It is tough to trace out such design information. To understand the systems and to modifications in them it is necessary to recover pattern instances. There are number of pattern detection techniques, some of them have been discussed in section 4. In this paper we are using a relational view of subgraph isomorphism for design pattern detection. The advantage of this approach is that variants of each design pattern as well as any occurrence of a design pattern can be detected.

Here we are taking two graphs, one is corresponding to the input graph (i.e. system under study) and other is corresponding to the design pattern graph. Subgraph isomorphism is the problem of finding an isomorphic image of a given graph, called the pattern (design pattern in our case), in another graph, called the target (system under study in our case) [8]. Related works are discussed in section 2. In section 3 representation of relationship graphs are shown. Relational view of subgraph isomorphism and its application for design patterns detection are explained in section 4. Lastly we concluded in section 5.
2. Related Work

The first effort towards automatically detect design pattern was achieved by Brown [6]. In this work, Smalltalk code was reverse-engineered to facilitate the detection of four well-known patterns from the catalog by Gamma et al. [1]. Antoniol et al. [7] gave a technique to identify structural patterns in a system with the purpose to observe how useful a design pattern recovery tool could be in program understanding and maintenance. Nikolaos Tsantalis [2], proposed a methodology for design pattern detection using similarity scoring. But the limitation of similarity algorithm is that it only calculates the similarity between two vertices, not the similarity between two graphs. To solve the above limitation Jing Dong [3] gave another approach called template matching, which calculates the similarity between subgraphs of two graphs instead of vertices. S. Wenzel [4] gave the difference calculation method works on UML models. The advantage of difference calculation method on other design pattern detecting technique is that it detects the incomplete pattern instances also.

Our earlier work, we used klenberg approach and fuzzy graph algorithms for design pattern detection [9]. The drawback of these two methods is that they are only concerned about node similarity not the whole graph. We used sub graph isomorphism detection approach that overcomes this drawback [9]. We have used these and other approaches for design pattern detection in GIS application [10]. To reduce complexity of design pattern detecting algorithm we used the graph decomposition technique [11]. The order of complexity of this decomposition algorithm is $O(n^3)$, where $n$ is the number of nodes present in the graph. This algorithm works for only those design patterns having similar relationships among at most three classes in its UML class diagram. However this condition may not hold for only few of the design patterns. Thus this approach can be applied for almost all of the design patterns. In another work we find out whether design pattern matches to any subgraph of system design by using decision tree [12]. A decision tree is developed with the help of row-column elements, and then it is traversed to identify patterns. By applying the decision tree approach, the complexity is reduced. We proposed a new approach ‘DNIT’ (Depth-Node-Input Table) [13]. It is based on the concept of depths from the randomly chosen initial node (also called root node which has depth zero) in directed graph. In another work we applied state space representation of graph matching algorithm to detect design patterns [14]. State space representation easily describes the graph matching process. The advantage of this method used for design pattern detection was that the memory requirement was quite lower than from other similar algorithms. Another advantage is that it detects variants as well as any occurrence of each design patterns. We proposed a design pattern detection technique using a greedy algorithm for multi-labeled directed graphs [15]. Using inexact graph matching design pattern detection is described in [16, 17].

3. Representation of System Design and Design Patterns

Before applying relational view of subgraph isomorphism, it is necessary to extract all the relationship graphs (which are directed graphs) from the UML diagrams of the system design (system under study) and design patterns. After extracting all the relationships, each relationship graph is represented by taking a node corresponding to a class involved in that relation and an edge corresponding to that relationship between two classes (nodes). Relationship graphs representation for system design is explained here.
The class diagram of the system under study or the system for which we have the source code is drawn in figure 1. After that the relationship graphs (that exists in UML diagram) is extracted. There are two relationships (i.e. generalization and direct association), the corresponding relationship graphs (i.e. directed graph) are shown in Figure 2 and 3 respectively.

![Fig. 1. UML Diagram of System Design [18]](image1)

![Fig.2. Generalization Relationship Graph of UML Diagram of System Design](image2)

![Fig.3. Direct Association Relationship Graph of UML Diagram of System Design](image3)

The relationship graphs for design patterns can be extracted in similar manner. For some of the design patterns it is shown in section 4.

4. Relational View of Subgraph Isomorphism

Subgraph isomorphism is an important and very general form of exact pattern matching. Theoretically, subgraph isomorphism is a common generalization of many important graph problems including finding Hamiltonian paths, cliques, matching, girth and shortest paths.

Subgraph isomorphism is the problem of finding an isomorphic image of a given graph, called the pattern, in another graph, called the target. The name of this problem comes from the image of the pattern being then a subgraph of the target [8]. Here, we take pattern and target as that of relationship graph of UML diagram of design pattern and system design respectively.
A relation $\Phi \in V_1 \times V$, is an isomorphism of a graph $G_1 = (V_1, E_1)$ to a subgraph of a graph $G = (V, E)$ if the following conditions hold [8].

\[
\begin{align*}
\phi^T \phi &\subseteq I \\
\phi^T \phi &= I \\
E &= \phi E_1 \phi^T
\end{align*}
\]

and it is also written as $\Phi: G_1 \rightarrow G$.

The conditions 1 and 2 assure that $\Phi$ is an injective function from $V_1$ to $V$, the condition 3 guarantees that $\Phi$ preserves the structure of $G_1$, that is, it maps all arcs of $G_1$ to arcs of $G$. In other words, an injective function $\Phi: V_1 \rightarrow V$ is a subgraph isomorphism of $G_1 = (V_1, E_1)$ into $G = (V, E)$ if it satisfies the following condition:

\[
(v_{i1}, v_{i2}, \ldots, v_{in}) \in I \iff \exists \text{ a subgraph isomorphism } \Phi: G_1 \rightarrow G \text{ such that } \phi(v_{i1}) = v_i, \phi(v_{i2}) = v_2, \ldots, \phi(v_{in}) = v_n, \quad v_i \in G_1, v_j \in G \text{ for all } i = 1, 2, \ldots, n.
\]

Given two graphs $G_1 = (V_1, E_1)$ and $G = (V, E)$ with $|V_1| = n$, let $E = V^n$ denote the n-ary relation on $V$ containing exactly those (pairwise disjoint) vertices of $V$ which are joined by some arc in $G$, that is,

\[
E_{i,j} = \{(x_1, x_2, \ldots, x_n) \in V^n | (x_i, x_j) \in E, x_r \neq x_s \text{ for all } r \neq s\}
\]

The subgraph isomorphism relation $I$ can be computed as follows [8].

\[
I = \bigcap_{(v_i, v_j) \in E_1} E_{i,j}
\]

We will apply this procedure to detect whether a relationship graph of the design pattern exist in the same relationship graph of system design. The limitation of this process is that we cannot find the overall mapping of the design pattern into system design. This procedure detects sub isomorphism for each relationship separately. Thus, to find out whether a design pattern exists (complete/partially) or not we need to combine result of separate relationships exists in the design pattern. Here we are introducing a new algorithm (based on our algorithm proposed earlier [13]) that will identify complete sub isomorphism between design pattern graph and model graph (corresponding to system design) by combining the outputs (subgraph isomorphisms) of above procedure applied separately for all the relationship exists in a design pattern. Firstly, assign unique natural numbers $i$ to each of the relationships of UML and let $I_i$ be the corresponding isomorphism obtained by the above algorithm for the same relationship. We assign 1 to generalization relationship, 2 to direct association, 3 to aggregation relationship. In the system design and design patterns under study we are having only these three relationships. Similarly, other relationships can also be numbered.

**PROCEDURE Complete_Detection**

FOREACH set of Isomorphisms in $I_i$

$F_i$ = $i^{th}$ isomorphism in $I_i$ \quad (i = 1 to number of relationships)

FOREACH isomorphism in $I_i$ \quad (i ≠ 1)
I\_j = j^{th} \text{ isomorphism in } I_i \quad (j = 1 \text{ to number of isomorphism detected for } i^{th} \text{ relationship})

IF any pair of F\_i is equal to any pair of I\_j and there are corresponding edges between all the nodes
\[ F_i = F_i \cup I_j \]
END IF
END FOREACH
END FOREACH
END PROCEDURE

The above algorithm combines the isomorphisms detected for all relationship graphs of a design pattern to the corresponding relationship graphs of model graph, and gives the final isomorphism (F) of design pattern to model graph. If for any relationship, more than one instances exist in model graph corresponding I\_i contains more than one elements showing detection of more than one subgraph isomorphism. In that case more than one instances of design pattern (F\_i) or part of the design pattern may exist in the model graph. If F\_i is empty, design pattern does not exist in the model graph. If F\_i covers each node of the design pattern, design pattern exists in the model graph. Otherwise, design pattern partially exists in the model graph.

4.1. Design Pattern Detection as Façade Design Pattern (Full Match)

We are considering Façade design pattern, the UML diagram corresponding to it is shown in figure 4. There is only one relationship, i.e. direct association relationship. The corresponding graph is shown in Figure 5.

![Fig.4. Façade Design Pattern [18]](image)

![Fig. 5. Direct Association Relationship Graph of UML Diagram of Façade Design Pattern](image)

For all the relationships present in the façade design pattern, we will calculate the subgraph isomorphism I. There is only direct association relationship in this pattern.

Let us take graph corresponding to this relationship (figure 4) as G\_1 and graph corresponding to same relationship in system design (figure 3) as G. Here in graph G1,
there is only one edge i.e. edge from node 1’ to node 2’. Thus the n-ary relation \( E_{i,j} \) contains only one element \( E_{1,2} = \{(1, 2), (1, 4), (3, 4), (4, 2)\} \). Now by equation (4), \( I_2 = \{(1,2),(1,4),(4,2),(3,4)\} \). Thus, \( I_{21} = \{(1,1), (2,2)\} \), \( I_{22} = \{(1,1), (2,4)\} \), \( I_{23} = \{(1,4), (2,2)\} \), and \( I_{24} = \{(1,3), (2,4)\} \).

Since there is no other relationship in this pattern, so we will apply the Complete_Detection algorithm only on \( I_2 \). For each \( I_{2i} \) (i =1 to 4), we get one \( F_i \), thus \( F_1 = \{(1,1), (2,2)\} \), \( F_2 = \{(1,1), (2,4)\} \), \( F_3 = \{(1,4), (2,2)\} \), and \( F_4 = \{(1,3), (2,4)\} \). Thus four instances of facade design pattern completely exist in the system design.

4.2. Design Pattern Detection as Composite Design Pattern (Partial Match)

Consider composite design pattern. Its UML diagram is shown in figure 5. The corresponding generalization, direct association and aggregation relationships have been shown in figure 7, 8 and 9 respectively.

Let us take first the generalization relationship graphs of design pattern (figure 7) and system design (figure 2) as \( G_1 \) and \( G \). There are two edges, one from 2’ to 1’ and another from 3’ to 1’. Thus the n-ary relation \( E_{i,j} \) contains two element \( E_{2,1} \) and \( E_{3,1} \).
$E_{2,1} = \{(1,5,\ast), (1,3,\ast)\}$, similarly, $E_{3,1} = \{(1,\ast,5), (1,\ast,3)\}$. Now $I_1$ can be calculated by using equation 4, as follows:

$$I_1 = E_{2,1} \cap E_{3,1} = \{(1,5,3), (1,3,5)\}$$

Thus $I_{11} = \{(1,1), (2,5), (3,3)\}$ and $I_{12} = \{(1,1), (2,3), (3,5)\}$. This shows two instances of the generalization relationship graph of the composite design pattern exist in the model graph. Now we will consider direct association graph of the design pattern (figure 8) as $G_1$ and the corresponding graph (figure 3) of system design as $G$. Here in graph $G_1$, there is only one edge i.e. edge from node 4’ to node 1’. Thus the n-ary relation contains only one element $E_{4,1}$. By the definition of $E_{ij}$, $E_{4,1} = \{(1,2), (1,4), (3,4), (4,2)\}$. Now by equation (4), $I_2 = \{(1,2),(1,4),(4,2),(3,4)\}$. $I_{21} = \{(4,1), (1,2)\}$, $I_{22} = \{(4,1), (1,4)\}$, $I_{23} = \{(4,3), (1,4)\}$, $I_{24} = \{(4,4) , (1,2)\}$. Thus there are four occurrences of the direct association relationship graph of composite design pattern in the corresponding graph of system design.

In composite design pattern there is aggregation relationship (corresponding graph is shown in figure 9) but it is not present in system design, thus $I_3 = \emptyset$. Since $I_1$ and $I_2$ are not empty we can find out the partial matching. We can say the variant of the composite design pattern is used in the system design. Now, we will apply Complete_Detection algorithm on $I_1$ and $I_2$. Since there is no common element in any pair of $I_{1i}$’s (i=1 to 2) and $I_{2j}$’s (j=1 to 4), $F_1 = \{(1,1), (2,5), (3,3)\}$ and $F_2 = \{(1,1), (2,3), (3,5)\}$. These mappings do not cover all the nodes of the composite design pattern and thus composite design pattern partially exist in the system design.

4.3 Particular Design Pattern may or may not exist

Now, consider composite design pattern. There is single relationship (direct association) and a single node in this pattern.

![Fig.10. Façade Design Pattern [18]](image)

![Fig. 11. Aggregation Relationship Graph of UML Diagram of Composite Design Pattern](image)

Let us take direct association relationship graph of design pattern (figure 10) and of system design (figure 3) as $G_1$ and $G$. Since there is no self loop we cannot calculate $E_{ij}$ and thus, each $I_i$ is empty in this case. It shows the singleton design pattern does not exist in the system design.
9. Conclusion

In this paper we took the relationships present in system design and design patterns, and tried to find out whether design pattern exists or not in system design. Firstly, we extract both. There are 23 GoF (Fang of Four) [1] design patterns. Then we calculated subgraph isomorphism relation I for all the relationships present in design pattern taking it as graph G1. On the basis of relationships presence and number of nodes covered by the subgraph isomorphism we categorize matching in three parts, fully match, partial match and no match. By using the relational view of subgraph isomorphism one can detect sub isomorphism for each relationship present in the design pattern separately. It is necessary to check the overall matching of the design pattern. Thus, we proposed an algorithm (based on algorithm we proposed earlier [14]) that combines the result of all the relationships and can identify this overall matching. If the result (subgraph isomorphism) of this algorithm covers all the nodes of the design pattern graph, we say that the design pattern exist in the model graph. If it is empty, design pattern does not exist in the system design. Otherwise, design pattern partially exists in the system design. If more than one subgraph isomorphisms exist, more than one instances of the design pattern or its part exist in system design.
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