Regional Traffic Timing Plan Optimization Based on Improved Particle Swarm Algorithm
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Abstract

The modern traffic control timing plan aims at raising transportation efficiency of vehicles by making full use of existing road resources. So we built a region traffic control model; its performance of model is measured by minimum average travel time of vehicles, its average delay model for single crossroad is derived from the revised HCM2000; and then it is transformed into objective function of optimization. To enhance the global and local searching ability, the improved exponential inertia weight factor is taken for the particle swarm algorithm. So basing MATLAB simulation tool, we calculated timing plan on under-saturation traffic flow condition and saturation traffic flow condition by the classic particles swarm optimization algorithm and improved particle swarm algorithm respectively. The simulation results show that the improved particle swarm algorithm can effectively avoid that the particles fall into local optimal solution; at the same time, the improved algorithm can reasonably distribute green signal time for every phase, the timing plan can effectively shorten average vehicle delay time and improve the transportation efficiency of road.
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1. Introductions

The fast urbanization pace is accompanied by serious traffic congestion problems. To solve traffic congestion problem, the most effective way is to build more new roads and improve optimal management of the existing roads. So on the condition of existing road, the optimization of traffic control to ease traffic jams is one of the feasible and effective solutions. Now, urban traffic control mode is mainly divided into single crossroad control, trunk control and regional control [1]. With the expansion of urban, the insular crossroad control mode and trunk mode are not enough to meet with real traffic scene. Therefore, the regional traffic control model [2, 4] has become a research hotspot.

In abroad, famous Webster equation used in calculating delay time is a milestone [3, 15]; then Australia scholars introduced profit compensation coefficient in it and combined the vehicle delay and the number of vehicle stopping together. In addition, in the most famous American Road Traffic Capacity Manual, HCM2000 model about the traffic capacity and the evaluation model of the delay can describe delay time of the real crossroad more accurately [4, 13]. At home, scholar Zhang hui and some others proposed urban traffic coordination control based on distributed Q-learning, and also proved that this control method is more effective than the timing control method [5]. Lei Lei and some other scholars proposed oversaturated crossroad group system model, and the system cost includes the all crossroad group delay times of main roads in the model [6]. Liu qin and some other scholars proposed traffic regional coordinated control model, its performance index is maximum numbers of departing vehicle in a
region and minimum numbers of awaiting vehicle in all crossroads[7]. Basing on above evaluation models, this paper proposed an evaluation model based the shortest average travel time in region to meet the improved particle swarm algorithm.

Particle swarm optimization (PSO) is proposed by Dr. E-Berhart and Dr. Kennedy, this kind of intelligent optimization algorithm is based on the feeding behavior of birds. Particle swarm optimization algorithm[10-12] can realize the multidimensional complex space search and at last get the optimal solution through cooperation and competition between particles [8, 9, 16]. This paper improved the PSO algorithm from angle of convergence speed and avoiding local optimal solution, the improved key is inertia weight factor of particle swarm algorithm; namely, the decreasing composite exponential function is taken for the inertia weight factor. In this paper, initial population still uses random initialization, so that the diversity of population is subject to certain restrictions, but at the same time, the timing plan of crossroad is closely related to parameter settings of the established regional traffic model. The experimental results show that the improved particle swarm optimization algorithm in solving region traffic can avoid local optimal solution effectively to a certain extent, improve traffic conditions, and alleviate traffic pressures.

2. Mathematical Model

For the region traffic model, vehicle delay time and the number of stops are very important evaluation indexes, minimizing the average delay time of vehicles is a key index in a lot of research results usually [6]. This paper use the average travel times as the evaluation index of each crossroad; and then set up a corresponding mathematical model. Delay time in HCM2000 average delay model [4] is composed of delay time of lane group, average delay times of crossroad can be obtained by the sum of lane group delay times. In fact, HCM2000 model only need simple computing, it is easy to be understood. But it is not suitable for region because it is based on the single crossroad delay, so can only be used for single crossroad [14]. So we need to improve the model and set up a corresponding regional model. In this paper, the model of the minimum regional average travel times is derived from this idea.

2.1. HCM2000 Model

The vehicles average delay equation of crossroad given by the American Highway Capacity Manual, i.e., HCM2000 delay time model considers a variety of different conditions, such as the vehicle arriving ratio during the green light time and the delays calculation on different saturation degree. The computation equation is as follows [4]:

\[ d_y = d_i \times PA + d_2 + d_3 \]  

(1)

For some single crossroad, \(d_y\) represents the vehicle average delay of lane group \(j\) at phase \(i\). \(d_i\) represents delay value when vehicles arrival uniformly. \(d_2\) represents incremental delay times due to that the vehicles arrive at crossroad randomly. \(d_3\) represents delay times caused by the existing queue delay before some analysis time period. If it is on the under-saturation condition, the value of \(d_3\) is zero. \(PA\) represents an adjustable parameter, it has no unit. Its value is related to the traffic condition and the green signal ratio, the traffic condition is divided into under-saturation and saturation, the value of \(PA\) is less than or equal to 1. It is less than 1 on under-saturation condition; it equals to 1 on saturation and oversaturated conditions. So the \(PA\) can be shown as follows on under-saturation condition:

\[ PA = \frac{(1-p)f}{1-Green/Cycle} \]  

(2)

\(p\) represents ratio of vehicle arrival, \(f\) represents a verification factor.
\[
\begin{align*}
\text{d}_1 &= \frac{\text{Cycle} \left( 1 - \frac{\text{Green}_i}{\text{Cycle}} \right)}{2 \cdot \left( \prod_{i=1}^{m} \text{Green}_i \right) \\
\text{Cycle} & \text{ represents the cycle time of traffic signal light, Green is green signal time in a cycle, } S_j \text{ is the saturation degree of lane } i \text{ at phase } j.
\end{align*}
\]

\[
\text{d}_2 = 9.0 \cdot \left( 1 - \frac{8IS_k}{cT} \right) \\
\text{In the equation (4), } T \text{ represents analysis time period for studying the delay times; its general experience value is 0.25h. } I \text{ represents the impact factor which represents influence of the upstream vehicle to the downstream vehicle, value of } I \text{ is 1 when only consider a single crossroad. } K \text{ represents a verification coefficient used to control crossroad. } C \text{ represents the traffic capacity of some crossroad.}
\]

\[
\text{d}_3 = \frac{1800 \cdot (V + \text{t})}{cT} \\
\text{In the equation (5), } Q \text{ represents the vehicle queue length in the analysis time interval. } V \text{ represents the delay parameter of traffic, } t \text{ represents the queuing time of vehicle in analysis time period. The parameters of } V \text{ and } t \text{ are computed according to the traffic saturation degree in the analysis time period. On under-saturation condition, the value of } t \text{ is zero, otherwise:}
\]

\[
t = \min \{ T, \frac{Q}{c[1 - \min(s_j, 1)]} \}
\]

\[
v = 1 - \frac{cT}{Q \cdot [1 - \min(s_j, 1)]} \\
\text{For the parameter } V, \text{ the value of } V \text{ is zero when } t \text{ is less than } T, \text{ otherwise:}
\]

\[
\frac{1800(Q + \text{t})}{cT} \geq 1
\]

\[
\begin{align*}
\text{if } s_{ij} &= 1 \\
\text{ otherwise:}
\end{align*}
\]

\[
\sum_{i=1}^{m} \text{Green}_i = \text{cycle time}. \text{ That is to say, sum of each phase time is equal to the cycle time.}
\]

2.2. Regional Model

A single crossroad model consists of several phases and lanes. From HCM2000 Model, the average delay time \( D_k \) of crossroad \( k \) can be obtained.

\[
D_k = \sum_{i=1}^{m} \sum_{j=1}^{n} d_{ij} \\
\text{In the equation (9), parameter } i \text{ represents the phase number, } j \text{ represents the lane group number.}
\]

HCM2000 Model is only suitable for single crossroad. For a region, it consists of several crossroads, so the total travel time in a region can be described by following equations:
equation:

$$DT = \sum_{i=1}^{s} D_i + \sum_{i=1}^{l} TIME_i$$  \hspace{1cm} (10)

In the equation (10), $DT$ represents the total travel time of vehicles in the region; $D_i$ represents the average delay time at the crossroad $k$. $k$ represents the crossroads number in a region. $TIME_i$ represents the travel time on road section between adjacent crossroads; $l$ represents the road section number in a region. $TIME_i$ can be described by the following equation from BPR:

$$TIME_i = T_{oo}[1 + \alpha(\frac{q_i}{pa})^\beta]$$  \hspace{1cm} (11)

In the equation (11), $T_{oo}$ represents the free travel time in a section, $q$ represents the traffic flow in some section, $pa$ represents the traffic capacity in some section. $\alpha$ and $\beta$ represent adjustable parameters. So the equation (10) is the evaluation model of performance index.

3. Particle Swarm Optimization Algorithms

Similar to genetic algorithm, particle swarm optimization algorithm is also based on the fitness function and the population. In the particle swarm algorithm, the position of particle represents the potential solution of the optimized object in the search space; all particles have a fitness value which is determined by the optimized function. Each particle has a speed, it determines the particle’s flight direction and distance, and other particles would follow the current optimal particle to search in the solution space. Particle swarm algorithm is initialized to a group of random solutions firstly, and then finds the optimal solution through iterative processes; in every step, the particle updates itself by tracking two extreme values, one is the optimal solution which particle itself found currently, known as the individual extreme value; another extreme value is the optimal solution which the whole population found currently, known as the global extreme value. But like other intelligent algorithms, the particle swarm optimization (PSO) algorithm is easy to fall into local optimal solution because of premature convergence. Now there are many ways to solve this problem, our tactics is to improve inertia weight factor based on composite exponent.

3.1. Basic Particle Swarm Algorithm

As mentioned above, the particle swarm algorithm is a search model based on the position and speed. Each particle represents a candidate solution in the solution space; the quality of solution is decided by the fitness function. We suppose that there is one particle in the space named $d$, its speed is $V_i = (V_{i1}, V_{i2}, V_{i3}, \ldots, V_{id})$, so the speed determines its position, namely, solution of fitness function. When the particle swarm optimization (PSO) algorithm is initialized, its position is $P_i = (P_{i1}, P_{i2}, P_{i3}, \ldots, P_{id})$. In iteration, the particle would update its own speed and position by tracking two extreme values, i.e., individual extreme value $B_i = (B_{i1}, B_{i2}, B_{i3}, \ldots)$ and global extreme value $G_i = (G_{i1}, G_{i2}, G_{i3}, \ldots)$. Updating equations of basic particle swarm algorithm are as follows:

$$
\begin{align*}
V_i(k) &= V_i(k-1) + c_1 \times rand(0,1) \times (B_i - P_i(k-1)) + c_2 \times rand(0,1) \times (G_i - P_i(k-1)) \\
P_i(k) &= P_i(k-1) + V_i(k)
\end{align*}
$$  \hspace{1cm} (12)

In the equation (12), $c_1$ and $c_2$ are called learning factor, and also called accelerating factor, their role is to make the particles have the independent learning ability and have ability to learn from social swarm. Then each particle can fly near to the optimal position of itself in history and also can fly near to the optimal position of population in history. If the two factors are adjusted properly, they can accelerate the convergence speed of PSO, and also can make it jump out of local optimal solution. The value of function $rand()$ is the random number between zero and one, it is used to maintain the
diversity of population. In the process of initialization, we must limit the maximum speed and position of particles according to actual condition. In the equation (13), the second part represents the independent learning ability of particle; its essence is particle’s learning and memorizing ability. The third part represents the group learning ability; its essence is ability that individual particle learns from the population.

3.2. Classic Particle Swarm Algorithm

References [8, 9] have shown that convergence performance of basic particle swarm algorithm is poorer, and it is easy to fall into local optimal solution. Shi and Eberhart put forward a general inertia weight factor of particle swarm optimization algorithm; its update equation of algorithm is as follows:

$$\begin{align*}
v_i(k) &= Wv_i(k-1) + c_1 \cdot \text{rand} \cdot (P_i(k) - v_i(k-1)) + c_2 \cdot \text{rand} \cdot (G - v_i(k-1)) \\
P_i(k) &= P_i(k-1) + v_i(k-1)
\end{align*}$$

(13)

$W$ is inertia weight factor, references [8, 9] have shown that $W$ can improve the convergence performance; $W$ has the ability of weighing the local optimal solution and the global optimal solution; it can effectively reduce the premature probability. When the value of the inertia weight factor is smaller, the particle swarm algorithm is easy to fall into local optimum, but the convergence speed is faster. When the value of the inertia weight factor is bigger, it can expand the searching scope, and it is easier to find the global optimal solution, but it would lead to slower convergence speed and much more iteration numbers. So Shi and Eberhart improved the update equation about $W$.

$$W = W_{\text{max}} - \left( \frac{W_{\text{max}} - W_{\text{min}}}{N_{\text{max}}} \right) m \cdot \frac{1}{n}$$

(14)

In the equation (14), $w_{\text{max}}$ is the maximum value of inertia weight factor, $w_{\text{min}}$ is the minimum value of inertia weight factor, $N_{\text{max}}$ is the maximum iteration numbers, $n$ is the current iteration numbers. The experience value of $w_{\text{max}}$ is 0.95; the experience value of $w_{\text{min}}$ is 0.4.

3.3. Improved Particle Swarm Algorithm

In a word, Shi and Eberhart put forward the improving strategy; i.e., inertia weight factor of particle swarm optimization algorithm is based on strategy of linear decreasing. But the above-mentioned particle swarm optimization algorithm is easy to fall into precocious phenomena when it is used for traffic timing plan. To solve the premature problem, this paper puts forward a nonlinear inertia weight factor strategy for improving particle swarm optimization algorithm. When the PSO is used for the optimization problem, it is easy to produce the phenomenon of "gather". That is to say, when one or a number of particles are at a so-called "optimal" position, the other particles would close up to this position. If this position is not the global optimal position, the whole iterative process would fall into a local optimal solution.

As above discussing, the change of the inertia weight factor value can affect the search ability of the algorithm and position of solution vector. A larger inertia weight factor value is helpful to improve the global search ability of the algorithm; the smaller inertia weight factor value can increase the local search ability of the algorithm. If in the initial stages of algorithm, a larger inertia weight factor is need to increase the global search ability; with the increasing of the iteration numbers, it need to strengthen the local search ability to avoid that the particles are away from the global optimal solution. Therefore, in this paper, the inertia weight factor based on the composite exponential decreasing function can meet the requirements of searching optimal solution. Let’s do some simple qualitative explanation to the strategy. At the beginning stage of algorithm, the iteration numbers are less, exponent value is close to 1, therefore
larger inertia weight factor value can be obtained and it is helpful for global searching. At the same time, the exponential function decreases quickly at beginning stage; so it can improve the convergence speed of the algorithm. With the increasing of the iteration numbers, the exponential value decrease more slowly, so the inertia weight factor also reduce more slowly; at the later stage of iteration, it must improve the local search ability, and the smaller inertia weight factor values are in favor of local search. So the improved strategy can meet with the requirement of stronger local search ability at the later stage of iterations. Compared with the linear declining strategy of classic particle swarm algorithm, inertia weight factor of improved algorithm is bigger at the beginning stage of iteration, so it increase the global search ability; at the later stage of the iteration, the exponential function decline slowly and tends to stable, its declining speed of function is far less than linear function, So this is more conducive to the local optimization. The improved updating equation of speed and position is as follows:

\[
\begin{align*}
    v_j(k) &= w_e \frac{v_j + w_s v_j}{w_s - w_e} - \frac{1}{N + \frac{n}{u}} \cdot v_j - k \cdot \vec{B}_j \cdot P_j - k \cdot \vec{c} \cdot \vec{rand} \cdot G_i - P_i(1 - k), \\
    P_i(k) &= P_i - \frac{1}{u} \cdot v_i(k - 1)
\end{align*}
\]

In the equation (15), \(w_e\) represents the inertia weight factor when evolve to the maximum iteration numbers, \(w_s\) is the inertia weight factor under the initial state. We take the value 0.4 for \(w_e\) and take the value 0.95 for \(w_s\); they are derived from large number of experiment of Shi and Eberhart [8]. \(u\) is an adjustable parameter, \(n\) is the current iteration numbers, \(N\) is the maximum iteration numbers. From experimental process, different value \(u\) can lead to different experimental results, larger value \(u\) can make the exponential function values decrease too fast, so it can significantly increase the convergence speed of the algorithm, but it is bad for the convergence precision. Smaller value \(u\) is bad for the convergence speed, but it is helpful for expanding the searching scope. After many experiments, we take the value 9 for \(u\) in this paper.

4. Experimental Schemes

In this paper, we use the minimum travel time of vehicles in some traffic region as evaluation index of model performance, i.e., the fitness function for the algorithm is \(min(DT)\). We suppose that some traffic region includes four crossroads, traffic region structure is shown in Figure 1, the crossroad number is from 1 to 4, the label of road section is corresponding to A~D respectively, the road sections are two-way and four lanes, and its lanes are divided into two types, namely, straight direction and turn-left direction. Physical property of road sections is shown in Table 1: Crossroad traffic is controlled by four phase signal, the phase sequence is shown in Figure 2. Among them, Phase 1 represents straight and turn-right at north-south direction; phase 2 represents turn-left at north-south direction; phase 3 represents straight and turn-right at west-east direction; phase 4 represents turn-left at west-east direction. The sequences of phases in a cycle are from phase 1 to phase 4. To demonstrate the efficiency of algorithm, every crossroad and every phase have same passing right.
It’s not necessary to optimize when the traffic flow exceeds a certain number, so we only consider under-saturation traffic flow and saturation traffic flow. That the traffic flow is less than 1200pcu/h is defined as under-saturation condition and that the traffic flow is between 1200pcu/h and 2200pcu/h is defined as saturation condition. The traffic flow of each crossroad used in experiments is shown in Table 2.

### Table2. Traffic Flow in Road Section

<table>
<thead>
<tr>
<th>Road Section</th>
<th>Under-saturation (unit: pcu/h)</th>
<th>Saturation (unit: pcu/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section A</td>
<td>500</td>
<td>1600</td>
</tr>
<tr>
<td>Section B</td>
<td>600</td>
<td>1700</td>
</tr>
<tr>
<td>Section C</td>
<td>800</td>
<td>1900</td>
</tr>
<tr>
<td>Section D</td>
<td>700</td>
<td>1800</td>
</tr>
</tbody>
</table>

In MATLAB simulation experiments, all parameters and conditions are as following, they are suitable for original particle swarm algorithm and improved particle swarm algorithm. Lane groups in model are divided according the phase sequences, the phase 1~4 are corresponding to lane group 1~4. The minimum green signal time is 20s and the maximum green signal time is 60s by the international standard. The maximum cycle time is 130s. The driving speed of vehicles in all road sections is 40km/h, vehicles arrive at crossroad randomly, and the numbers of arriving vehicles obey random distribution regularity. Saturation degree value $S_{kj}$ for lane group $j$ of crossroad $k$ at phase $i$ is a random number between 0 and 0.8 on under-saturation condition, and it is between 0.8 and 1.2 on saturation condition. For the simulation experiment using MATLAB, the classic particle swarm algorithm with general inertia weight factor is firstly used to optimize the region traffic model, and then the improved particle swarm algorithm is used. The population is initialized by random initial function; the population scale is set to 500, the iteration numbers are set to 500. According to
experience, the learning factor is set to 2, the initial weight value and final value is set to 0.95 and 0.4 respectively. Due to the time length of each phase is obtained by saturation, so there is no need to set the initial value. MATLAB simulation tool automatically takes four bit precision for experimental data, so it results in the timing value with four bit decimal. In practical application, the results may be added 1 second firstly and then rounded. Only a bit decimal is reserved for experimental results in this paper.

5. Experimental Results and Discussion

Table 3 shows experimental results with the classical algorithm and improved algorithm on the under-saturation condition of traffic flow, the value in Table 3 is the timing plan at different phase and crossroad. The improved plan can reasonably distribute the green signal times according to different saturation degree of different phase. But the green signal times of different phase are very close by the original algorithm; there is no reasonable difference of green signal times even due to different saturation degree; this shows that the original algorithm has fallen into local optimal solution. Usually, the green signal time length of every phase is from 20s to 60s according to the actual road situation of my country. So the green signal times of every phase at different crossroad are nearly same by the algorithm with general inertia weight factor, it cannot distribute the effective green signal times according the different saturation degree of lane group; compared with the improved algorithm, its cycle time is longer. But the green signal times are reasonable according to traffic flow of different lane group by the algorithm with exponential inertia weight factor; this shows that the PSO jump out of local optimal solution too. So the algorithm with improved inertia weight factor enhanced the ability of global searching optimal solution, the effective green signal times are distributed reasonably, which can shorten the delay time and driving time in a region. Figure 3 shows the different delay times comparison of two algorithms on under-saturation condition.

<table>
<thead>
<tr>
<th>Crossroad Number</th>
<th>Improved Method</th>
<th>Original Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Phase 1</td>
<td>Phase 2</td>
</tr>
<tr>
<td>Crossroad 1</td>
<td>27.2</td>
<td>21.9</td>
</tr>
<tr>
<td>Crossroad 2</td>
<td>24.9</td>
<td>24.0</td>
</tr>
<tr>
<td>Crossroad 3</td>
<td>23.5</td>
<td>22.4</td>
</tr>
<tr>
<td>Crossroad 4</td>
<td>27.0</td>
<td>23.9</td>
</tr>
</tbody>
</table>

On the under-saturation condition, we respectively done 50 experiments for the two algorithms on the same ordinary computer, the original algorithm took 12.3s averagely and the improved algorithm took 13.8s averagely. Although the improved algorithm increases the time complexity and space complexity, it can still meet with the requirement of real time traffic control in practical application. Table 4 shows experimental results with the classical algorithm and improved
algorithm on the saturation condition of traffic flow, the value in table 4 is the timing plan at different phase and crossroad. The timing values in original algorithm are very near, it cannot demonstrate the difference due to different saturation degree; compared with the improved plan, its cycle time is longer. This is because it is easy to fall into local optimal solution. The improved algorithm enhances the ability of global searching and can make it jump out local optimal solution; it can reasonably distribute the green signal times according to different saturation degree of different phase and shorten the cycle times. Figure 4 shows the different delay times of two algorithms on saturation condition. The delay time by improved algorithm optimization is short than by original algorithm.

Table 4. The Experimental Results of Saturated Condition (Unit: s)

<table>
<thead>
<tr>
<th>Crossroad Number</th>
<th>Improved Method</th>
<th>Original Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Phase 1</td>
<td>Phase 2</td>
</tr>
<tr>
<td>Crossroad 1</td>
<td>29.0</td>
<td>24.3</td>
</tr>
<tr>
<td>Crossroad 2</td>
<td>27.6</td>
<td>24.6</td>
</tr>
<tr>
<td>Crossroad 3</td>
<td>25.8</td>
<td>28.7</td>
</tr>
<tr>
<td>Crossroad 4</td>
<td>29.1</td>
<td>27.5</td>
</tr>
</tbody>
</table>

On the saturation condition of traffic flow, we respectively done 50 experiments for the two algorithms on the same ordinary computer, the original algorithm took 16.2s averagely and the improved algorithm took 17.8s averagely. Although the improved algorithm increases the time complexity and space complexity, it can still meet with the requirement of real time traffic control in practical application.

Table 5 shows the delay times computed by two algorithms on under-saturation condition and saturation condition. Figure 3 and Figure 4 are derived from data in Table 5, they shows the delay times comparison by two algorithm; they are drawn by drawing program of MATLAB.

Table 5. Delay Time at Crossroad (Unit: s)

<table>
<thead>
<tr>
<th>Crossroad Name</th>
<th>Under-saturation</th>
<th>Saturation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Improved Method</td>
<td>Original Method</td>
</tr>
<tr>
<td>Crossroad 1</td>
<td>18.5</td>
<td>21.8</td>
</tr>
<tr>
<td>Crossroad 2</td>
<td>19.6</td>
<td>22.5</td>
</tr>
<tr>
<td>Crossroad 3</td>
<td>23.8</td>
<td>25.0</td>
</tr>
<tr>
<td>Crossroad 4</td>
<td>21.3</td>
<td>23.2</td>
</tr>
</tbody>
</table>
6. Conclusions

In this paper, a region traffic control model is built; the model includes four main crossroads; the index of performance evaluation is the minimum average driving time of vehicles in some region, the performance evaluation is derived from HCM2000. The timing plan of traffic control model is optimized by particle swarm algorithm; we improved the inertia weight factor because the classic particle swarm is easy to fall into local optimal solution. So we took componental inertia weight factor, it is nonlinear; it can enhance ability of global searching and local searching because of its componental declining property. The experimental results of MATLAB simulation show that the improved algorithm can reasonably distribute the green signal times according the different saturation degree and shorten the delay times and driving times in some region. Although the improved strategy increases the complexity of algorithm, it can still meet the requirement of real-time traffic control. The experimental results only demonstrate the efficiency of improved algorithm. In fact, the traffic optimization involves a variety of factors; for example, the initial green signal time closely related to historical
experience data of traffic flow, phase sequence of every crossroad. So these parameters and conditions must be adjusted in practical traffic control system. The future work would focus on complex model with more crossroads.
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