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Abstract

In this paper, a method for indoor and outdoor scene classification is proposed based on the spectrum information of Fourier transform. Firstly, the image is divided into five partitions. The color, texture, and spectral information of each partition are extracted as feature vector. Each partition has a separate image feature vectors, so the image can be represented by this set of features. For the feature extraction stage, frequency information can be used to classify indoor and outdoor scene. Compared with other classification methods, classification accuracy of this method increased from 91% to 92%, experimental results show that the proposed method is effective.
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1. Introduction

Indoor and outdoor scene classification play an important role in the image processing, such as content-based image recovery [1, 2], digital library [3] and digital photography [4]. The main difficulty is that there are many similar content in the indoor and outdoor scene, such as plants or the building structure. There are some effective classification methods which using different classifiers, features, training methods, test data and semantic knowledge. Texture and color spatial features are frequently used. Single feature can not be used for indoor and outdoor scenes classification sufficiently. In order to produce better classification results, two or more features are often combined as feature vector [6-8].

In some methods, images are divided into blocks, and then these blocks are independently analyzed to reduce the computational complexity. Szummer and Picard [6], Serrano, etc., [7, 9] divided the image into two equal-sized portions with named two pass system. In the first pass, each part is labeled as indoor or outdoor using color and texture separately. The second pass combines the results of the first pass to make an overall indoor/outdoor classification on the image. Similarly, several sub-blocks are connected together as a feature for classification [10, 11].

Color and texture feature are frequently used for indoor and outdoor scene classification problems [12]. Navid Serrano et al., [12] obtained color feature through histogram. Besides, other features are effective for classification such as Wavelet texture feature, the statistical feature from the color histogram. These texture features are shown to perform better than previously used texture features. Wavelet texture feature have been obtained through two-wave layers of wavelet decomposition.
In addition to selecting the appropriate features, choosing a good classifier is also important. At present, some classification methods such as KNN classifier [1, 6, 16, 17], Bayesian analysis method [10, 11], support vector machines [3, 7, 9] and forward neural network [13, 14] are used. The appropriate parameters for these classifiers can be calculated from features.

It has been proven that KNN classifier is inefficient and cannot get an accurate K from the validation set [7]. Bayesian approaches are very difficult in general pattern recognition and neural networks are usually hard to optimize for generalization [18]. The classifier performance often depends on the amount of training data and optimization strategy. Since, it is hard to compare the classification result from different image data and optimize learning.

The method proposed by Jim et al. [20] taking into account that most of the middle parts of the image have little effect on the classification results, for example human faces and body etc. Therefore, this method is proved to have better accuracy. However, it considers only the color and texture edge features. These are all features of the spatial domain. But the frequency domain features for scene classification also has an important role. Based on the characteristics of the original, using the Fourier transform spectrum of the image as the classification features, we tried to further improve the accuracy of classification.

2. Edge and Color Orientation Histogram Algorithm

2.1. Image Segmentation

In most of images, the center of image area is the target object (such as faces), obviously, these objects cannot be used to distinguish types of indoor and outdoor scenes. The edge region compared to the central can get more information of the type of scene. Therefore, the image is divided into five parts, as shown in Figure 1. BLK1, BLK2, BLK5 is defined as edge area of the image, BLK3, BLK4 is the central area. For each small block, edge orientation histogram (EOH) and color orientation histogram (COH) should be calculated.

Figure 1. The Initial Segmentation of Image

2.2. Edge Orientation Histogram (EOH)

For each (i = 1...5), using the following formula, the amplitude and amplitude angle of the texture edge pixels are calculated.

$$A(x, y) = \sqrt{P_x(x, y)^2 + P_y(x, y)^2}$$  \hspace{0.5cm} (1)

$$\theta(x, y) = \tan^{-1} \frac{P_y(x, y)}{P_x(x, y)}$$  \hspace{0.5cm} (2)
Where A (x, y) is the amplitude, \( \theta (x, y) \) is amplitude angle, \( P_x (x, y) \) and \( P_y (x, y) \) are the horizontal and vertical direction vector of pixel (x, y). Vector direction of the pixel is quantized range from 0 ° to 180 °. 180 degrees is divided into 8 equal portions. According to the amplitude angle of texture edge pixels, the edge pixels are divided into eight regions. The sum of amplitudes of all pixels within each region is calculated. The following formula:

\[
E_{i,m} = \sum_{(x,y) \in \text{BLK, } \theta(x,y) \in m} A(x,y), 1 \leq i \leq 5, 1 \leq m \leq 8
\]  

(3)

Here \( m \) (x, y) and \( \theta \) (x, y) denote the edge magnitude and quantized orientation at the pixel position (x, y), respectively.

### 2.3. Color Orientation Histogram (COH)

For color orientation histogram is different from with EOH. The H and V components of HSV color space are used. According to the range of V component, i.e., 0 ° - 360 °, the V component is divided into 8 equal portions, the sum value of H within each part is calculated. The following formula:

\[
C_{i,m} = \sum_{(x,y) \in \text{BLK, } \theta(x,y) \in m} S(x,y), 1 \leq i \leq 5, 1 \leq m \leq 8
\]  

(4)

Here, \( s \) (x, y) and \( h \) (x, y) represent the saturation and hue at pixel (x, y). The ECOH descriptor is finally defined by combining the EOH and COH descriptor for each block. The feature vector is generated by multiplying weights for each block to ECOH descriptor. The feature vector is shown in the following equation.

\[
F = \omega_1 F_1^{\text{ECOH}}, \omega_2 F_2^{\text{ECOH}}, \ldots, \omega_5 F_5^{\text{ECOH}}
\]

Where,

\[
F_j^{\text{ECOH}} = F_i^{E} F_j^{C}, 1 \leq i \leq 5, 1 \leq j \leq 8
\]  

(5)

### 3. Based on the Fourier Transform Spectrum Extracting Feature

Most of the outdoor scenes contain relatively flat texture features, such as the sky. For indoor scene objects, its complexity, variety and relatively less space, it will contain more edges and linear information.

This characteristic is reflected to the frequency domain. For frequency spectrum, the outdoor scenes relatively change strongly. Based on this characteristic, the frequency information combined with ECOH, trying to get more accurate results.

#### 3.1. Fourier Transform of the Image

The discrete Fourier transform (FT) of an image is defined as:

\[
I(f) = \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} i(x)h(x)e^{-j2\pi f_{xy}}
\]  

(6)

The amplitude spectrum is defined \( A(f) = |I(f)| \). The amplitude spectrum reveals the dominant orientations and textural patterns in the image (Figure 2).
Figure 2. The Left Column is the Two Example Images used in this Paper. Right Column is the Magnitude Spectrum of the Fourier Transform

3.2. Signal Smoothness and Fourier Transform Relationship

The paper will discuss the relationship between signal smoothness and Fourier transform mode attenuation. Considering a set of samples:

(1) \( f(x) = e^{-x^2}, x \in (-\infty, +\infty) \)

(2) \( f(x) = e^{-|x|}, x \in (-\infty, +\infty) \)

(3) \( f(x) = \{ e^{-|x|}, x \in (0, +\infty) \}
\quad 0, x \in (-\infty, 0] \)

Three functions have different degrees of smoothness. a) Smooth everywhere (Traditionally, smooth means infinitely differentiable, but sometimes does not discuss in detail), b) smooth everywhere but the point of \( x=0 \), still continuous at \( x = 0 \); c) smooth everywhere but the point of \( x=0 \), and no-continuous at \( x = 0 \). Intuitively, the example a) is the smoothness of the best, followed by b), and finally c). If the Fourier spectral analysis is used to determine the smoothness of the signal, the Fourier transform of the three functions, namely:

(1) \( F(\omega) = (2\pi)^{1/2} e^{-\omega^2/2} \)

(2) \( F(\xi) = \frac{1}{1 + \omega^2} \)

(3) \( F(\psi) = \frac{1}{1 + \omega^2} + \frac{j \omega}{1 + \omega^2} \)
Typically, the most convenient way is to directly compare the Fourier-mode (amplitude spectrum). The first two functions are the transform themselves. The last one is \[ |F(\omega)| = \left( \frac{1}{1 + \omega^2} \right)^2 \]. It is easy to determine that the stronger singularity signal is the slower mode of Fourier decay. Figure 3 shows the amplitude spectrum of these functions.

![Figure 3. Attenuation of the Signal Amplitude Spectrum of Different Smoothness](image)

The above analyses indicate that the more smoother the signal is, the faster the attenuation of it in the frequency domain is. Figure 4 shows the real part of the Fourier transform of the real signal:

\[ \int_{-\infty}^{\infty} f(x) \cos x \omega \, dx \]

The imaginary part:

\[ \int_{-\infty}^{\infty} f(x) \sin x \omega \, dx \]

![Figure 4. Discontinuous Point Makes the Fourier Integral of the Signal Appear Slow Decay](image)

Assuming that it occurs discontinuity at the point of \( x = s \) (The point is similar to the image edge). In the Figure 4, two areas which named A and B are not equal just because of discontinuity, so they cannot be canceled out each other. Usually local singularity place (such as edges) is called the local high-frequency regions. It can be seen from this explanation, in
fact, the attenuation of the Fourier transform modulus can judge the signal appears intermittently or other non-smooth phenomena. For the sky part of the outdoor scenes, the signal is smooth. According to the above analysis of the known, Fourier Transform spectrum can be used as a distinguishing feature of indoor and outdoor scenes.

3.3. The Difference of Fourier Spectral Curve of Indoor and Outdoor Image

Indoor and outdoor scenes have different degree of smoothing. It shows that Fourier spectrum as a classification feature is very effective. To evaluate this relationship, first of all, we introduce kurtosis of the curve.

Kurtosis is also known as the kurtosis coefficients. Kurtosis formula is as follows:

$$ k = \frac{\sum_{i=1}^{N} (Y_i - \bar{Y})^4}{(N - 1) S^4} \quad (7) $$

The unit of Kurtosis is the BK. \( \bar{Y} \) is average value of \( n \) times measured samples. \( S \) is the sample standard deviation. Kurtosis of the normal distribution is 3. \( \text{bk} < 3 \) is called the distribution has insufficient kurtosis, \( \text{bk} > 3 \) is called distribution has excess kurtosis. Briefly, kurtosis is the description of the steepness of distribution patterns. If the Kurtosis is 3BK, it is the same as the normal distribution; Kurtosis more than 3 indicates distribution is sharper than the normal distribution, while Kurtosis less than 3 means smoother distribution.

After transforming and translating the images in the frequency domain, spectrum curve can be achieved. They cannot represent in the form of specific functions. It is difficult to analysis. From the perspective of the analysis of differences spectral curves, discrete is continuous sampling. For convenience, the above mentioned several functions and Fourier Transform are still considered. Variable range is taken from -100 to 100, and seeking kurtosis respectively, kurtosis values are: 79.5801, 86.3241 and 2.1441. According to the nature of kurtosis, kurtosis values of normal function is 3, so kurtosis values of smooth function is larger ,and non-smooth function is smaller.

So based on the method ECOH, new scenes classification features is constructed through adding the Fourier spectrum information, the feature vector is shown in the following equation:

$$ F, F_1^{ECOH}, F_2^{ECOH}, F_3^{ECOH}, F_4^{ECOH}, F_5^{ECOH} $$

Where, \( F_i^{O} = F_i^{O}, F_{i1}^{O}, F_{i2}^{O} \), \( 1 \leq i \leq S \)

3.4. Algorithm Flow

1. The picture is segmented into five blocks, and calculating texture edges for each block, according to the orientation of the pixel texture, the amplitude of the pixel texture edge is divided into eight bins, then determine the sum amplitude of pixels in each bin , and as a dimension of the feature space, the orientation of texture is \( 0^\circ - 180^\circ \), since angles between \( 180^\circ \) and \( 360^\circ \) can be considered the same as angles in \( 0^\circ - 180^\circ \), i.e. mod 180.

2. The image is converted from the RGB color space to HSV color space, as the range of the H component is \( 0^\circ - 360^\circ \), While the S component represents color saturation. Therefore, it is similar to the first step (process of seeking EOH), 360 degrees is divided into eight equal portions, based on the H component of the pixel values,
different pixels are divided into 8 bins, determine the sum of S component in each bin, and as a dimension of the feature. 80-dimensional vector can be obtained through above two calculations, the form of feature space is introduced earlier, not repeat them here.

3. For each block (i=1~5), apply Fourier transform, then shift for making the part of low frequency in center.

4. Above all, after the translation transform, the spectral distribution of indoor or outdoor images is different. Therefore, each block is segmented again. By the way of statistical histogram, Spectrum regular pattern of indoor and outdoor scenes are figured out. several methods are tried, better results can be achieved when each block segmented into 32 small blocks (Figure 5). Among them, the first block is segmented into 2 rows, each row has 16 blocks. The other four large blocks is segmented into 16 rows, and each row has 2 blocks. As the size of images is not consistent, after dividing the large block equally, the part which less than one equal block is abandoned as it has little impact on the classification results.

5. After segmentation, all pixels within each of the small block are calculated the amplitude then sum as a dimension of the feature vector.

The spectral characteristics of the image is extracted through the above five steps, finally, each image can possess 240-dimensional feature vectors through adding spectral characteristics to the original method of ECOH.

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>18</td>
<td>32</td>
</tr>
</tbody>
</table>

Figure 5. The Method of Statistics the Distribution of Frequency Spectrum

4. Experimental Results

In order to demonstrate the effective of the proposed method in this article, different types of indoor and outdoor images are selected (such as trees, buildings, beaches, airports, supermarkets, bedroom, and so on). The experimental image database comes from Corel image database [19] and Department of Computer Science and Engineering University of Washington [20]. There were 2,638 training sample images, the number of indoor images is
1494, outdoor images is 1144, and there were a total of 2139 test sample images, the number of indoor images is 1583, outdoor images is 556. Matlab and libsvm Toolbox is used [21] to complete experiments. In order to get more accurate results, parameter optimization is performed before establishing the SVM Model. C and gamma are two important parameters in SVM model. C is the coefficient of punishment, which means tolerance level of error. The higher the value c is the more intolerable errors. C is too large or too small, generalization ability become poor. Gamma is a parameter that comes with RBF function after that RBF function was selected as the kernel. Distribution is determined implicitly after that data is mapped to the new feature space by gamma. The bigger of Gamma value result in the less support vector, the smaller of Gamma value result in the more support vector. The number of support vector influences the speed of training and prediction. So it's important for classification results to select C and gamma reasonably. First, feature space after training is equally segmented into 5 parts. Optimal value of C and gamma were found by the way of the cross-validation, namely, 4 parts of five parts are used as training samples, the left part is used as test samples. Different values of C and gamma will lead to different predicted classification accuracy. According to the classification accuracy, it’s identified eventually that c is 4, gamma is 1, and predicted classification accuracy through using different values of C and gamma are given in the following table:

**Table 1. ECOH Method Optimization**

<table>
<thead>
<tr>
<th>$\log_2(C)$</th>
<th>$\log_2(\text{gamma})$</th>
<th>predicted accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>-30</td>
<td>74.2%</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>63.75%</td>
</tr>
<tr>
<td>24</td>
<td>-16</td>
<td>85.55%</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>90.55%</td>
</tr>
</tbody>
</table>

**Table 2. Method of the Paper Optimization**

<table>
<thead>
<tr>
<th>$\log_2(C)$</th>
<th>$\log_2(\text{gamma})$</th>
<th>predicted accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>-30</td>
<td>74.45%</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>64.55%</td>
</tr>
<tr>
<td>24</td>
<td>-16</td>
<td>84.6%</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>90.55%</td>
</tr>
</tbody>
</table>

And Figure 6 shows all of the prediction accuracy with different c and gamma. Optimization was performed in Python. Experimental verification was completed by ECOH and method proposed in this article, the results obtained are as follows Table 3:

**Table 3. Accuracy Compared**

<table>
<thead>
<tr>
<th>method</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECOH</td>
<td>91%</td>
</tr>
<tr>
<td>This paper</td>
<td>92%</td>
</tr>
</tbody>
</table>

It is shown by the results, the method for indoor and outdoor scenes classification which using frequency domain spatial information is feasible and effective.
5. Conclusions

In this paper, a method using Fourier Transform spectrum information was proposed for indoor-outdoor image classification. Images were first segmented into five parts. The spectrum information was combined with the ECOH method, and support vector machines were used for classification. Accuracy was increased 1% compared with ECOH method. High accuracy of method proposed in this paper can be applied to scene classification for indoor and outdoor images. Other transform spectrum features (such as the wavelet transform) will be taken into account in future work, and improving classification accuracy.

![Figure 6. Final Figure of Two Method Optimization](image)
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