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Abstract

The contrast of an image is a feature which determines how image looks better visually. In this paper, we are analysing the capability of activation functions for contrast enhancement. Activation functions are classically used in neural network. In this paper, Activation function creates a mask which is operated on the image on pixel by pixel basis. On the basis of activation function the pixel value of image is changed which improves the contrast of image. We have used various activation functions such as sigmoid function, bipolar sigmoid function, RAMP function, hyperbolic tangent function. Contrast enhancement using these activation functions has been successfully applied on several dark and bright images. For performance assessment we have used Peak Signal to Noise Ratio (PSNR), absolute mean brightness error (AMBE), and Structure Similarity Index (SSIM). From experimental result, it is observed that RAMP function and hyperbolic tangent function have better image enhancement capability.
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1. Introduction

Image enhancement is a process which changes the pixel’s intensity of the input image so as to make the output image looks better [1]. Image enhancement technique has been proposed in many application of image processing where subjective quality of image is most important and objective quality of image is depended on application circumstances. The aim of image enhancement is to recover the interpretability or perception of information contained in the image for human viewers, or to deliver a “better” input for other automated image processing systems. Recently several algorithms have been published for contrast enhancement [1].

Contrast enhancement of an image is an important challenge in the field of digital image processing which is well-defined as the ratio between the brightest and the darkest pixel intensities of image. High contrast images contain much color and gray scale information as compare low contrast images. Contrast enhancement plays an important role in image processing applications, such as medical image processing, digital photography, satellite imaging, and LCD display processing. There are several descriptions for an image to have poor contrast: due to the poor quality of the used imaging device. As a result, such images and videos may not expose all the details in the captured scene.

Contrast enhancement methods can be classified into two main classes: 1) intensity-based techniques and 2) feature-based techniques [1]. Intensity-based methods can be explained by the help of eq. (1).

\[ O(i,j) = f(I(i,j)) \] (1)

Where \( I(i,j) \) is the original image, \( O(i,j) \) is the output image after enhancement, and \( f \) is a transformation function.
The main idea of feature-based methods is to enhance the small-scale components, which represent some specified features, of an image and these methods can be explain as:

\[ I_0(i, j) = L_1(i, j) + G(i, j)H_1(i, j) \] (2)

Where \( H_1 \) represents the high frequency components which contain the concerned features, \( L_1 \) represents the low frequency components which keep the basic appearance of the original image, \( G \) is the enhancement gain and \( I_0 \) is output image.

Intensity-based methods are further classified into two main processes: 1) global histogram equalization (GHE) and 2) local histogram equalization (LHE). In GHE, the histogram of the whole input image is used to compute a histogram transformation function. As an outcome, the dynamic range of the image histogram is compressed and stretched, by which the overall contrast is enhanced [1]. The computational complexity of GHE is relatively low. The major drawback of GHE is that it cannot adjust the local information of the image and preserve the brightness of the original image. Whereas LHE uses a sliding window method, a window is set, to compute its local histogram. Then histogram equalization is applied to the local histogram to obtain the gray level transformation for the centric pixel. LHE is capable of generating good contrast results but is sometimes held to over-enhance images. It also requires more computation than other methods because a local histogram must be made and deal with for every image pixel.

Some extension methods of GHE have been developed for Contrast enhancement such as Limited Adaptive Histogram Equalization (CLAHE) [2], Brightness preserving bi-histogram equalization (BBHE) [3], Dualistic sub-image histogram equalization (DSIHE) [4], Minimum mean brightness error bi-histogram equalization (MMBEBHE) [5], Recursive mean-separate histogram equalization (RMSHE) [6], Recursive sub-image histogram equalization (RSIHE) [7], Recursively Separated and Weighted Histogram Equalization for Brightness Preservation and Contrast Enhancement (RSWHE) [8], Non-parametric modified histogram equalisation for contrast enhancement (NMHE) [9], Brightness Preserving Dynamic Fuzzy Histogram Equalization [10]. All these methods preserve brightness as well as perform contrast enhancement.

In this paper, we use the activation function to create mask, this mask is applied on an input image to get a higher contrast image. We take four low contrast images and two dark images and applied mask on it. We found some results and compared it with the results of other methods by using peak signal noise to ratio (PSNR), absolute mean brightness error (AMBE) and structural similarity index (SSIM).

The structure of the paper is organized as follows: Section 2 presents Histogram equalization (HE). In Section 3, describes various Activation functions. Section 4 discusses the activation function based algorithm. Section 5 represents performance evaluations. Section 6 results of various activation functions are reported. Section 7 concludes the paper.

2. Histogram Equalization (HE)

Many image enhancement methods have been proposed, one of most popular technique is histogram equalization (HE). This technique is usually used for image enhancement because of its simplicity, practical and comparatively better performance on almost all types of images [1]. Its basic idea depends on mapping the gray levels based on the probability distribution and cumulative density function of the input gray level. Applications of Histogram equalization is medical image processing and radar image processing. HE is rarely active in consumer electronic applications such as video surveillance, digital camera, and television since HE tends to familiarize some annoying artifacts and unnatural enhancement, including intensity saturation effect.

For a given image \( X \), the probability density function \( p(x_k) \) is defined as:
Where $n^k$ is no. of times that the level $x_k$ appears in input image $X$ and $n$ is total no. of pixel in the image.

Its cumulative distribution function (CDF) is defined as

$$c(x_k) = \sum_{i=0}^{k} p(x_k)$$

(4)

Where $k=0, 1...L-1$, it is obvious that $c(x_{L-1}) = 1$ and $L=255$. Based on the CDF, histogram equalization now maps an input gray level $x_k$ into an output gray level $f(x_k)$, where $f(x_k)$, commonly called a level transformation function, is defined as

$$f(x_k) = x_0(x_{L-1} - x_0).c(x_k)$$

(5)

HE can introduce a significant change in brightness of an image, which can be applied to the direct application of HE scheme in consumer electronics.

3. Activation Function

A function used to transform the activation level of a unit (neuron) into an output signal. Typically, activation functions have a "squashing" effect. Neural Networks supports a wide range of activation functions. Only a few of these are used by default; the others are available for customization. Some of the most widely used activation functions solve non-linear problems. These functions are: Unipolar sigmoid, Bi-polar sigmoid, hyperbolic tangent and Ramp function. We did not care about some activation functions such as identity function, step function or binary step function as they are not used to solve linear problems.

3.1. Uni Sigmoid Function

Sigmoid function is a nonstop nonlinear activation function. The name, sigmoid, acquired from the fact that the function is "S" shaped [11, 12, 14]. Mathematicians call this function the logistic function, $f(x)$ is the sigmoid function which is defined as:

$$f(x) = \frac{1}{(1+e^{-x})}$$

(6)

The sigmoid function has the looks that it is a smooth continuous function, the function outputs within the range 0 to 1. Figure 1 is illustrates the sigmoid function[12].

![Figure 1. Unipolar Sigmoid Function](image)

3.2. Bi-polar Sigmoid

This function is another type of sigmoid function, Bi-polar sigmoid function is an extension method of unipolar sigmoidal function, and it is given by [11, 12]
This function is similar to the sigmoid function, but range of output function is \([-1, 1]\). Bipolar sigmoid function is described in Figure 2 [12].

$$f(x) = \frac{1 - e^{-x}}{1 + e^{-x}}$$  \hspace{1cm} (7)

3.3. Hyperbolic Tangent Function

This function is defined as the ratio between the hyperbolic sine and cosine functions or expanded as the ratio of the half-difference and half-sum of two exponential functions in the points \(x\) and \(-x\) as follows:

$$\tanh(x) = \frac{\sinh(x)}{\cosh(x)} = \frac{e^x - e^{-x}}{e^x + e^{-x}}$$  \hspace{1cm} (8)

This function is similar to the sigmoid function, but range of output function is \([-1, 1]\). Hyperbolic tangent function is described in Figure 3 [12].

3.4. Ramp Function

Ramp Function \(f(x)\) states that the signal will start from time zero and instantly will take a slant shape and depending upon characteristics and input(either positive or negative) the signal will follow the straight slant path either towards right or left, here towards right. Ramp function is given by [13].

$$f(x) = \begin{cases} x & \text{if } x \geq 0 \\ 0 & \text{if } x < 0 \end{cases}$$  \hspace{1cm} (9)

The range of output function is \([0, 1]\). Ramp function is described in Figure 4 [12].
4. Activation function based algorithm

It is a point process method that is executed directly on each pixel of an image, independent of all other pixels in the image to change the dynamic range. The mask which is applied on the input images is a non-linear activation function, which is obtained by multiplying the activation function with the input and by a factor C.

Suppose mask of sigmoidal function is defined in equation (10). We used that factor to determine the most wanted degree of the contrast depending on the degree of darkness or brightness of the original image.

\[
\text{Mask} = I(i, j) \ast C \ast ac \tag{10}
\]

Where ac is determine the activation function in equation (10). The mask is passed over the image from image’s upper left corner pixel by pixel. Each pixel’s intensity value of output image is equal to pixel’s intensity value of input image added to the value of the mask.

The intensity value of output image is given by

\[
O(i, j) = I(i, j) + \text{Mask} \tag{11}
\]

Where O (i, j) is processed image, I (i, j) is unprocessed input image and C is a contrast factor which determines the degree of the needed contrast.

The value of C depends on the objective of the enhancement process, generally value of C is one, two or three, the user can select the value of C according to desired contrast that he needs. The pixel values are within a limited range (0-255) for an 8-bit image. In this paper we generally use of value of C as two for low contrast images and as one for dark images.

5. Performance Evaluation

Performance evaluation is done on several low contrast images. Four low contrast images and two dark images have been taken as input for evaluating the results. Visual results have been displayed and quantitative comparison has been done on the basis of (a) peak signal-to-noise ratio (b) Absolute mean brightness error(AMBE) (c) structure similarity index.

Mathematical Formulas for Quality Factors is as follows:

5.1. Peak Signal to Noise Ratio (PSNR)

Assume that N is the total number of pixels in the input or output image, MSE (Mean Squared Error) is calculated through (12). Based on MSE, we calculate PSNR then it is defined as (13). According to the definition of PSNR the output image quality is better if those image has maximum PSNR.

\[
\text{MSE} = \frac{\Sigma_i \Sigma_j (x_{ij} - y_{ij})^2}{N} \tag{12}
\]

\[
\text{PSNR} = 10 \log_{10} \frac{255^2}{\text{MSE}} \tag{13}
\]

5.2. Absolute Mean Brightness Error(AMBE)

It determines the value of error in between processed image and input image. Suppose \( X_M \) is the mean of the input image \( X = \{x_{i,j}\} \) and \( Y_M \) is the mean of the output image \( Y = \{y_{i,j}\} \). Minimum AMBE value is desired which is obtained when output image have almost same mean as the mean of the input image.

\[
\text{AMBE}(X, Y) = |X_M - Y_M| \tag{14}
\]
5.3. Structure Similarity Index (SSIM)

SSIM is a method for calculating the similarity between two images. Value of SSIM varies in between -1 and 1.

\[
SSIM = \frac{(2\mu_x\mu_y+c_1)(2\sigma_{xy}+c_2)}{\left(\mu_x^2+\mu_y^2+c_1\right)\left(\sigma_x^2+\sigma_y^2+c_2\right)}
\]

Where \(\mu_x\) is the average of input image \(X = \{x_{ij}\}\) and \(\mu_y\) is the average of output image \(Y = \{y_{ij}\}\). \(\sigma_x^2, \sigma_y^2\) is variance of input and output image respectively. \(\sigma_{xy}\) is covariance between input and output image. Value of \(c_1\) and \(c_2\) is defined as \(c_1 = (k_1L)^2, c_2 = (k_2L)^2\) where \(k_1=0.01, k_2=0.03\) (by default). And \(L\) is a dynamic range of pixel value.

6. Results and Discussion

We have considered four images of low contrast and last two images are dark, for better performance we take value of \(C\) as 2 for low contrast images and 1 for high contrast images. All images are evaluated in terms of PSNR, AMBE, and SSIM.

**Table 1. PSNR of Various Images**

<table>
<thead>
<tr>
<th>Images</th>
<th>Ui-sigmoidal</th>
<th>Bipolar sigmoidal</th>
<th>RAMP</th>
<th>Hyperbolic Tangent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>18.5152</td>
<td>11.9896</td>
<td>23.5292</td>
<td>23.8449</td>
</tr>
<tr>
<td>Building</td>
<td>18.7018</td>
<td>13.0341</td>
<td>17.8824</td>
<td>19.8088</td>
</tr>
<tr>
<td>Man with balloon</td>
<td>15.4910</td>
<td>22.4102</td>
<td>25.1536</td>
<td>16.0482</td>
</tr>
<tr>
<td>Flower</td>
<td>14.9890</td>
<td>17.0131</td>
<td>17.8069</td>
<td>14.2345</td>
</tr>
<tr>
<td>Average</td>
<td>15.5224</td>
<td>15.0329</td>
<td>18.5744</td>
<td>17.3971</td>
</tr>
</tbody>
</table>

**Table 2. AMBE of Various Images**

<table>
<thead>
<tr>
<th>Images</th>
<th>Ui-sigmoidal</th>
<th>Bipolar sigmoidal</th>
<th>RAMP</th>
<th>Hyperbolic Tangent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>29.3718</td>
<td>64.1087</td>
<td>2.9291</td>
<td>11.9610</td>
</tr>
<tr>
<td>Lady with hat</td>
<td>50.1593</td>
<td>59.4222</td>
<td>55.4594</td>
<td>21.3288</td>
</tr>
<tr>
<td>Tree</td>
<td>61.5178</td>
<td>55.4211</td>
<td>49.8155</td>
<td>40.3015</td>
</tr>
<tr>
<td>Building</td>
<td>24.0540</td>
<td>56.1167</td>
<td>5.6620</td>
<td>14.1721</td>
</tr>
<tr>
<td>Man with balloon</td>
<td>27.9040</td>
<td>11.7973</td>
<td>4.9393</td>
<td>26.6602</td>
</tr>
<tr>
<td>Flower</td>
<td>35.4318</td>
<td>27.5365</td>
<td>21.7949</td>
<td>40.3647</td>
</tr>
<tr>
<td>Average</td>
<td>38.0731</td>
<td>45.7337</td>
<td>23.4335</td>
<td>25.7980</td>
</tr>
</tbody>
</table>

Table 1 represents performance of various enhancement techniques on test image Lena, Einstein, peppers and house in terms of PSNR. We observe that RAMP and hyperbolic function produce higher PSNR values than other existing methods in the Table 1. Figure 5 shows the graphical representation of Table 1. Comparison of activation function is term of PSNR of various images.

Table 2 represent various techniques on the same image in term of AMBE, value of AMBE in RAMP function and hyperbolic function is less than other existing methods. The basis of above results RAMP and hyperbolic tangent function are best in comparison to sigmoid and bipolar sigmoid function. For the AMBE quantitative test, obviously the sigmoid, and unipolar sigmoid methods fail to preserve the original mean brightness.
Further these two methods tend to produce intensity saturation and information loss. Figure 6 shows the graphical represent of Table 2.

Table 3. SSIM of Various Images

<table>
<thead>
<tr>
<th>Images</th>
<th>Ui-sigmoidal</th>
<th>Bipolar sigmoidal</th>
<th>RAMP</th>
<th>Hyperbolic Tangent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td><strong>0.9565</strong></td>
<td>0.7686</td>
<td>0.9243</td>
<td>0.9492</td>
</tr>
<tr>
<td>Lady with hat</td>
<td><strong>0.9186</strong></td>
<td>0.8552</td>
<td>0.8593</td>
<td>0.8846</td>
</tr>
<tr>
<td>Tree</td>
<td>0.9072</td>
<td>0.9028</td>
<td><strong>0.9079</strong></td>
<td>0.8698</td>
</tr>
<tr>
<td>Building</td>
<td><strong>0.9508</strong></td>
<td>0.6503</td>
<td>0.8372</td>
<td>0.8661</td>
</tr>
<tr>
<td>Man with balloon</td>
<td>0.9361</td>
<td>0.9366</td>
<td><strong>0.9371</strong></td>
<td>0.9086</td>
</tr>
<tr>
<td>Flower</td>
<td><strong>0.8836</strong></td>
<td>0.7599</td>
<td>0.7572</td>
<td>0.7418</td>
</tr>
<tr>
<td>Average</td>
<td><strong>0.9256</strong></td>
<td>0.8122</td>
<td>0.8705</td>
<td>0.8701</td>
</tr>
</tbody>
</table>

Figure 5. Bar Graph of PSNR

Table 3 presents the value of SSIM of various methods on same image. The SSIM represent similarity of two images. The values of sigmoid function in Table 3 are approximately are same. It is evident from the visual comparison that sigmoid function is similar to original image, but contrast of sigmoid function does not increases. “An Analysis of Contrast Enhancement using Activation Functions” observes that RAMP and hyperbolic tangent are better method for enhancing the contrast. Figure 7 shows the graphical representation of Table 3.

Figure 8 shows the outcome of using various activation functions on image of Lena, Lady with hat, Tree, building, Man with balloon and Flower. In visual analysis it is observed that contrast has been enhanced to various levels by all the method but RAMP and hyperbolic tangent function are enhancing the image more precisely in comparison to sigmoid and bipolar sigmoid function.
7. Conclusion

In this paper, we presented a new & quite simple brightness contrast method that uses the activation function for calculating the mask; this mask is applied on original image in order to improve the overall dynamic appearance of an image. We have used four conventional differentiable and monotonic activation functions for comparison. After the result analysis, we found that RAMP and hyperbolic tangent are better in performance compared to sigmoid and bipolar sigmoid.
<table>
<thead>
<tr>
<th>Original image</th>
<th>Sigmoidal function</th>
<th>Bipolar sigmoidal</th>
<th>RAMP</th>
<th>Hyperbolic tangent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1(a)</td>
<td>2(a)</td>
<td>3(a)</td>
<td>4(a)</td>
<td>5(a)</td>
</tr>
<tr>
<td>1(b)</td>
<td>2(b)</td>
<td>3(b)</td>
<td>4(b)</td>
<td>5(b)</td>
</tr>
<tr>
<td>1(c)</td>
<td>2(c)</td>
<td>3(c)</td>
<td>4(c)</td>
<td>5(c)</td>
</tr>
<tr>
<td>1(d)</td>
<td>2(d)</td>
<td>3(d)</td>
<td>4(d)</td>
<td>5(d)</td>
</tr>
<tr>
<td>1(e)</td>
<td>2(e)</td>
<td>3(e)</td>
<td>4(e)</td>
<td>5(e)</td>
</tr>
<tr>
<td>1(f)</td>
<td>2(f)</td>
<td>3(f)</td>
<td>4(f)</td>
<td>5(f)</td>
</tr>
</tbody>
</table>

Figure 8. 1(a-f) Represent Original Test Images of Lena, Lady with hat, Tree, Building, Man with Balloon and Flower Respectively, 2(a-f) Represent Enhance by Sigmoid, 3(a-f) Represent Enhance by Bipolar Sigmoid, 4(a-f) Represent Enhance by RAMP, 5(a-f) Represent Enhance by Hyperbolic Tangent
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