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Abstract

The measurement matrix of compressed sensing has a significant impact for sampling and reconstruction algorithm of the original signal. At present, the majority of the measurement matrix is randomly constructed, and it is difficulty for hardware implementation in the practical applications. In this paper, we use the sparse characteristic of parity-check matrix of LDPC codes, construct measurement matrix based on QC-LDPC (Quasi-cyclic low-density parity-check) matrix, which is a structural and sparse deterministic measurement matrix. The simulation results show that, the measurement matrix is proposed in this paper not only can obtain a better reconstructed image quality, but also it can reduce the complexity of hardware implementation for quasi-cyclic.
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1. Introduction

According to sampling theory requirement, if the frequency of sampling signal is at least twice the signal bandwidth, it can be completely reconstructed. The entire process of signal sampling is shown in Figure 1. But, in the digital image and video processing system, the sampling frequency of the signal is too high, get a lot of sample values. Before processing and sending signal, it must be compressed, which will waste a lot of storage space and sampling devices. With increasing to the information demand, the bandwidth of the signal is more and more wide, sampling rate and processing speed more and more is also high in the traditional signal processing framework. Therefore, big data signal data transmission and storage to be a hard job.

![Figure 1. Conventional Signal Sampling Process](image)

In recent years, there is an innovative signal processing theory: CS (Compressed Sensing, CS)\textsuperscript{[1,2]}, which is a new signal processing mode, and the entire process is shown in Figure 2. Compressed sensing theory is different to sampling theory. Theory study\textsuperscript{[3]} show that if the signal is sparse in a transform domain, and transform the high-dimensional data onto a low-dimensional space with measurement matrix, which is not related to transform base. Then this small amount of projection can be reconstructed the original signal with high probability by solving an optimization problems.
Currently, the core issue of CS study includes two aspects: the measurement of signal; reconstruction algorithm of signal. The measurement signal is determined by measurement matrix. Theoretically, the measurement matrix must meet the RIP (Restricted Isometry Property, RIP)\(^4\)to ensure the reconstruction of the original signal from a small number of measurement signal.

Gauss matrix and the part of the Fourier matrix has been proved to meet RIP feature in high probability. However, due to Gaussian matrix is random matrix, therefore it has a lot of storage space, and is high computational complexity for unstructured. The computational complexity of the Part of Fourier matrix has improved, but the orthogonal has weakened compared with the Gaussian matrix. The performance of sparse random matrix based on extended code has the same as Gaussian random matrix, but due to the random structure, the orthogonality of the matrix can't be controlled. The measurement matrix, especially the random measurement matrix, although there are some advantages on performance, but the hardware implementation is difficult. Therefore, the structured measurement matrix is becoming a hot spot of research. LDPC Code (Low Density Parity Check Code) is a kind of linear block codes, has the excellent properties of approaching Shannon limit. The parity check matrix is sparse binary matrix, compared with the existing measurement matrix, which has three advantages as the measurement matrix: the orthogonality of parity check matrix is strong; The related algorithm can control the orthogonality of the matrix; The structure of parity check matrix is determined, and belong to the sparse matrix.

In this paper, we propose a construction method of deterministic measurement matrix for compressed sensing by the sparse and quasi-cycle of QC-LDPC parity check matrix. Section 2 structures measurement matrix based on QC-LDPC. Section 3 provides numerical simulation and verifies the validity of the new measurement matrix. Section 4 concludes the conclusion.

2. The Construction of Measurement Matrix

2.1 Restricted Isometry Property

In the compressed sensing, \(x\) is an \(M \times N\) column vector in \(\mathbb{R}^N\). \(x\) is not generally sparse signals, but it is sparse in the transform base \(\Psi\), so it can be expressed as

\[
x = \Psi s
\]

(1)

Where \(s\) is the \(N \times 1\) column vector, if \(s\) has \(K\) nonzero term, then it can be called \(K\) – sparse.

Measurement matrix is a matrix \(\Phi\). \(y\) is a collection of measurement vector, and \(y\) can be written as

\[
y = \Phi \Psi s = \Theta s
\]

(2)
\[ \Theta = \Phi \Psi \] is an \( M \times N \) matrix, it is called sensor matrix. Candes and Tao\(^{[5]}\) presented and proved that if the sensor matrix \( \Theta \) satisfies RIP, \( x \) can be reconstructed by \( y \) with a high probability. RIP is defined as follows. For each integer \( K = 1, 2, \ldots \), define the isometry constant \( \delta_K \) of \( \Theta \) as the smallest number such that

\[
(1 - \delta_K)\|s\|_2^2 \leq \|\Theta s\|_2^2 \leq (1 + \delta_K)\|s\|_2^2
\]  

(3)

Donoho presented the concept of compressed sensing at the same time, and provided three characteristics of measurement matrix: the column vector of measurement matrix satisfies linear independence; the column vector of measurement matrix can reflect similar with independence of random noise; the solution of sparse is to meet the minimum \( l_0 \) norm. In addition, TROPPJA studies have shown that, if they can meet the change between the base and the measurement matrix sparse uncorrelated, and then the probability of the measurement matrix will be a great meet RIP nature. If it is non-linear correlation between transform base and measurement matrix, then the measurement matrix will be meet RIP nature by the high probability.

2.2 The Parity Check Matrix of LDPC

LDPC codes\(^{[6]}\) are one kind of linear block codes, which are defined in the null space of sparse binary parity-check matrix. To evaluate their structure and performance, parity-check matrix is often represented and analyzed by Tanner graph. For example, Figure 3b shows a Tanner graph associated with parity-check matrix \( H \) in Figure 3a. In this Tanner graph, the upper five circles are often called variable nodes, sequentially corresponding to the five columns of matrix \( H \). And the lower four squares are called check nodes, corresponding to the four rows of \( H \). The edges between two classes of nodes are rendered by the nonzero entries in \( H \). As shown in Figure 3c, the gray circle denotes the root of a tree. In this tree, there are three cycles passing through the root variable node, and they respectively include 4, 6 and 8 edges.

\[
H = \begin{bmatrix}
1 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 \\
\end{bmatrix}
\]

(a)  (b)  (c)

Figure 3. Parity-Check Matrix of LDPC and Tanner Graph

Theoretically, the trees with bigger cycles are preferred because it means that the root variable node keeps higher independency with other variable nodes. Specially, for LDPC codes, the cycle with 4 edges, e.g. the cycle with dotted lines in Figure 3c, is usually avoided for iterative decoding. In other words, the columns of matrix mutually hold lower correlation in structure, which are also the intrinsic requirements of RIP.

2.3 The Parity Check Matrix of QC-LDPC

The parity check matrix of QC-LDPC\(^{[7]}\) is based on cyclic shift matrices, which are composed of identity matrix. An \( m \times n \) parity check matrix of QC-LDPC can be written as
\[
H = \begin{bmatrix}
I(S_{11}) & I(S_{12}) & \cdots & I(S_{1n}) \\
I(S_{21}) & I(S_{22}) & \cdots & I(S_{2n}) \\
\vdots & \vdots & \ddots & \vdots \\
I(S_{m1}) & I(S_{m2}) & \cdots & I(S_{mn}) 
\end{bmatrix}
\] (4)

Where \(I(S_{ij})\) \((1 \leq i \leq m, 1 \leq j \leq n)\) is the \(s \times s\) rotate right matrix, which is called cyclic permutation sub matrix. The \(s \times s\) identity matrix is shift right by \(S_{ij}\), where \(S_{ij} \in \{0,1,2,\ldots, p-1,\infty\}\), if \(S_{ij} = 0\). It represents \(I(S_{ij})\) is an identity matrix; if \(S_{ij} = \infty\), it represents \(I(S_{ij})\) is an zero matrix.

If the cyclic permutation sub-matrix \(I(S_{ij})\) of the check matrix \(H\) is expressed by cyclic shift number \(S_{ij}\), then parameter shift matrix \(S\) is obtained, it can be written as

\[
S = \begin{bmatrix}
S_{11} & S_{12} & \cdots & S_{1n} \\
S_{21} & S_{22} & \cdots & S_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
S_{m1} & S_{m2} & \cdots & S_{mn} 
\end{bmatrix}
\] (5)

If non-infinite is replaced by ‘1’ in the parameter shift matrix \(S\), and infinite is replaced by ‘0’, the \(m \times n\) basis matrix \(U\) is obtained, where \(U_{ij} \in \{0,1\}\), \((1 \leq i \leq m, 1 \leq j \leq n)\), it can be written as

\[
U = \begin{bmatrix}
U_{11} & U_{12} & \cdots & U_{1n} \\
U_{21} & U_{22} & \cdots & U_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
U_{m1} & U_{m2} & \cdots & U_{mn} 
\end{bmatrix}
\] (6)

Through the above analysis shows that, when the base matrix \(U\) and parameter shift matrix \(S\) are determined, the parity check matrix \(H\) of QC-LDPC can also be determined.

2.3 Design of QC-LDPC Matrix based on PEG Algorithm

PEG (progress edge growth) \(^{[8]}\) algorithm is adopted to structure Tanner graph by the edge growth. When the edge is added, it makes the ring of the node is the largest long, and makes the number of the short loop as little as possible and the whole ring as large as possible in Tanner graph. Therefore, using PEG algorithm is constructed LDPC code is called "currently know the best method to construct LDPC code". But because of result of random structures, the check matrix is lack of structural, and need a lot of storage unit to store check matrix.

The check matrix of QC-LDPC has a less storage unit and easy to realize based on PEG algorithm. In this algorithm, four initial variables, the number of check nodes\((m)\), the number of variable nodes\((n)\), the degree of variable nodes\((d)\) and cyclic permutation sub-matrix\((p)\) are entered. The algorithm is summarized as follows

\[\text{for } j=0 \text{ to } n-1 \text{ do}\]
\[\text{for } k=0 \text{ to } d_{ij} \text{ do}\]
\[\text{if } k=0 \text{ initial the edges for any variable nodes by selecting the minimum degree of check nodes, then establish the edge as } 1^{\text{st}} \text{ edge.}\]
else

Insert other edges to expand tree diagram from 1st edge under the current graph up to l-depth as the following rule (Figure. 4). $N_{v_j}^l \neq 0$

If $N_{v_j}^l \neq 0$ but $N_{v_j}^l \neq \emptyset$, select the check node that has the largest distance from $v_j$, $N_{v_j}^l$ represents the check nodes which can be reached from $v_j$ at a l-depth. The complementary of $N_{v_j}^l$ is $\overline{N_{v_j}^l}$. If cardinality of $N_{v_j}^l$ stops increasing but is smaller than $m$, select the check node unreachable from $v_j$ to establish the next edge.

end

Create cyclic permutation sub-matrix based on the edges in the previous step. Then we add cyclic permutation sub-matrix to the check matrix instead of node by node. If the element is zero, we place the null matrix.

end
end

![Figure 4. Tree Diagram Expanding from Variable Node](image)

3. The Simulation Results and Discussions

Theory analysis [9-11] shows that: if a binary parity check matrix has a good performance in the channel coding and decoding, then the matrix also has a good performance as a measurement matrix for CS. In this paper, we will use one-dimensional and two-dimensional signals for the test object, and verify the performance of check matrix in the CS.
3.1 The Simulation and Analysis of One-Dimensional Signal

If $x$ is one dimensional signal, which is made up of four different frequencies sine signals.

$$x = \cos \left(2\pi \times ts / 128\right) + \sin \left(2\pi \times ts / 256\right) + \sin \left(2\pi \times ts / 64\right) + \cos \left(2\pi \times ts / 32\right),$$

The time domain waveform of one-dimensional signal $x$ is shown in Figure 5 and it is non-parse. But it has limited non-zero value in frequency domain, which is shown in Figure 6.

![Figure 5. The Time Domain Waveform of One-Dimensional Signal](image)

![Figure 6. The Frequency Domain Waveform of One-Dimensional Signal](image)

If the signal $x$ is selected as the test signal, compression ratio $r = M / N = 0.5$, and reconstruction algorithm is used the OMP\cite{12-14} algorithm, and choose different measurement matrix such as Gauss matrix, Bernoulli matrix, part of Hadamard matrix, sparse random matrix, LDPC-PEG matrix, QC-LDPC matrix, and the simulation result is shown in Figure 7.
The simulation results can be seen from the Figure 7, and the reconstruction effect of signal $x$ is very ideal. The error comparison are shown in Table 1, the orders of magnitude are at $10^{-15}$. Gauss matrix, Bernoulli matrix, part of Hadamard matrix, sparse random matrix are used as a measurement matrix, the effect is essentially the same. But these matrix structure are randomly constructed and hardware implementation are very difficult \cite{15,16}. The QC-LDPC matrix proposed in this paper is the structure determination and better performance, so it is ideal for the measurement matrix.
Table 1. The Error Comparison of the Reconstruction Measurement Matrix

<table>
<thead>
<tr>
<th>Measurement matrix</th>
<th>Error</th>
<th>Compression ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gauss matrix</td>
<td>1.0506e-15</td>
<td>0.5</td>
</tr>
<tr>
<td>Bernoulli matrix</td>
<td>1.1251e-15</td>
<td>0.5</td>
</tr>
<tr>
<td>part of Hadamard matrix</td>
<td>1.0415e-15</td>
<td>0.5</td>
</tr>
<tr>
<td>Sparse random matrix</td>
<td>1.0288e-15</td>
<td>0.5</td>
</tr>
<tr>
<td>LDPC-PEG matrix</td>
<td>2.0506e-15</td>
<td>0.5</td>
</tr>
<tr>
<td>QC-LDPC matrix</td>
<td>1.2506e-15</td>
<td>0.5</td>
</tr>
</tbody>
</table>

3.2 The Simulation and Analysis of Two-Dimensional Signal

Lena Figure was used as test object, and its size is 256×256. To facilitate processing, Lena Figure can be divided into 16×16 pieces for processing. The original image is transformed by DCT [17] [18], and retain K maximum coefficient of wavelet, then the coefficient of each column is measured and reconstructed separately. Compression ratio \( r = M/N = 0.5 \), and reconstruction algorithm is used the OMP algorithm, and choose different measurement matrix such as Gauss matrix, Bernoulli matrix, part of Hadamard matrix, sparse random matrix, QC-LDPC matrix. The different measurement matrix simulation results are shown in Figure 8. The PSNR (Peak Signal to Noise Ratio), MSE (Mean Square Error) and MD (Matching Degree) of the reconstruction measurement matrix are shown in Table 2.

![Figure 8. Two-Dimensional Signal Reconstruction by Measurement Matrix](image)

Table 2. PSNR, MSE and MD of the Reconstruction Measurement Matrix

<table>
<thead>
<tr>
<th>Measurement matrix</th>
<th>PSNR(dB)</th>
<th>MSE</th>
<th>MD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gauss matrix</td>
<td>26.6885</td>
<td>1.393</td>
<td>97.75%</td>
</tr>
<tr>
<td>Bernoulli matrix</td>
<td>26.5405</td>
<td>1.442</td>
<td>96.38%</td>
</tr>
<tr>
<td>part of Hadamard matrix</td>
<td>27.3656</td>
<td>1.192</td>
<td>98.52%</td>
</tr>
<tr>
<td>Sparse random matrix</td>
<td>26.5645</td>
<td>1.434</td>
<td>96.44%</td>
</tr>
<tr>
<td>QC-LDPC matrix</td>
<td>26.8402</td>
<td>1.346</td>
<td>98.13%</td>
</tr>
</tbody>
</table>

In Table 2, the simulation results can be seen that the proposed QC-LDPC matrix is better than the Gaussian random matrix as the measurement matrix. Moreover, the structure of Gaussian random matrix and other random matrix are uncertain, which lead to its implementation difficulty, and require huge storage resources. The matrix structure of...
QC-LDPC is deterministic structure, which reduce the complexity of the matrix structure and storage resources. In addition, the proposed measurement matrix has quasi cyclic properties and sparse characteristics in the structure, which greatly reduce the storage space requirements and the complexity of the hardware implementation.

4. Conclusion

In practical applications, the measurement matrix is not only has high reconstruction accuracy, but also should have less number, low computation complexity, less storage space, easy to hardware implementation, etc. In this paper, a new structured sparse matrix measurement is proposed based on QC-LDPC matrix. The measurement matrix is very sparse, symmetry and circulation. It can be not only save the storage space for storage and storage space requirements of hardware implementation, but also can be obtained the better reconstruction performance of Gauss random measurement matrix. The next job is to use FPGA devices to achieve the measurement matrix in the further.
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