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Abstract

Lifetime optimization and security are two important design issues for WSNs with non-replenishable energy resources. Routing protocols in wireless sensor networks (WSNs) are susceptible to a number of attacks depending on the nature of the protocol, its application, and the environment in which the protocol is intended to be used. Routing protocols that do not take the malicious attacks into account can not be easily tempered proofed. The longevity of WSNs is a crucial concern that significantly influences their applicability in a specific context. In this paper, we present a Load Balancing Multi-path Secure Routing (LBMSR) protocol to address these two issues concurrently through balanced energy consumption and one-way hash key chain and symmetric key cryptography. LBMSR is designed with two configurable parameters, load balance control and security level. Load balance is used to avoid the problem of energy consuming imbalance and the formation of energy holes. Security level is designed to determine the probabilistic distribution of the random walking that provides routing security. Simulation results and security analyses show that the proposed algorithm can provide excellent balance between routing efficiency and energy consumption while preventing routing attacks.
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1. Introduction

Wireless sensor networks (WSNs) are composed of many communication nodes with limited sensing, processing and computational capabilities and one or more data sinks located either at the center or out of the sensing field[1]. Routing is at the center of sensor networks and in recent years, many algorithms have been proposed for the routing issue in wireless sensor networks, such as GRAB [2], GEAR[3], Cluster-based routing schemes[4,5], multi-path routing scheme [6, 7], and so on. However, most of these routing protocols only focus on the usability of sensor networks but neglect their security. In fact, wireless sensor networks are always deployed in hostile and unattended environments. Furthermore, multi-hop routing mechanism also has many vulnerable characters. Karlof and Wagner [8] have revealed that especially current routing protocol are insecure and are highly vulnerable to node capture attacks. Lack of security in these protocols make them vulnerable to host or routing attacks, such as spoofing, selecting routing, impersonation, wormhole, sinkhole and flood attacks. However, complex security measures based on cryptography are inapplicable owing to the calculation and storage capability of the nodes of WSNs. All of these problems pose a great security challenge to WSNs than tradition networks.

Secure routing protocols should be resilient in the presence of several compromised nodes that launch selective forwarding attacks (malicious nodes arbitrarily drop the relaying packets instead of forwarding them). Also, to protect
the network from the malicious nodes that inject forged routing information with an intention of routing inconsistencies, secure routing protocols should have a mechanism that detects and isolates these compromised nodes with a light-weighted security mechanism in consideration of limited capacity of sensor nodes.

Though some works have addressed the security problems in the routing protocol of wireless sensor networks, the privacy and security issues posed by wireless sensor network still represent a rich field of research problem. A properly designed secure routing protocol should not only ensure high message deliver ratio and guarantee low energy consumption for packet delivery, but should also balance the entire sensor network consumption, and thereby extend the sensor network lifetime. However, this requirement makes the secure routing in wireless sensor network even more complicated. Owing to the limited resources of sensor nodes, the security mechanism employed in wireless sensor network should be as light as possible. In this paper, we proposed a routing mechanism which realizes routing security by one-way hash key chain and symmetric key cryptography and balances network load through optimizing routing to extend the service life of the network.

The paper is organized as follows: Section 2 reviews related work. Section 3 describes the scheme in detail. In Section 4 evaluate the performance of the proposed routing algorithm via simulations and compare the results with MP-EA algorithms proposed in [6]. In Section 5 we analyze how the proposed algorithm defends Sinkhole, Wormhole, Sibyl and Selective Forwarding Attacks. And we present our conclusion in Section 6.

2. Related Works

Currently, some secure routing algorithms for wireless sensor networks have been given. In [9], a secure and energy-efficient multi-path routing protocol is proposed. This scheme use multi-path alternately as the path for communicating between two nodes and mitigate the load of sensor nodes by transferring routing related tasks to the base station.

In [10] Ahmed et al. proposed a novel secure real-time with load distribution (SRTLD) routing protocol that provides secure real-time data transfer and efficient distributed energy usage in WSN. The SRTLD routing protocol ensures high packet throughput and minimized packet overhead.

In [11] Ghica et al. proposed methodologies target the efficient handling of the information load from a two-fold perspective: by providing load-balancing, and by reducing the information load altogether, as two correlated dimensions of the lifetime problem: the energy balancing dimension, and the energy efficiency dimension respectively.

In [12] Li et al. proposed service-oriented architectures for wireless sensor networks (WSNs) to provide an integrated platform, where new applications can be rapidly developed through flexible service composition. In this paper, an evaluation metric, path vacant ratio, is proposed to evaluate and then find a set of link-disjoint paths from all available paths. A congestion control and load-balancing algorithm that can adaptively adjust the load over multi paths is proposed. A threshold sharing algorithm is applied to split the packets into multiple segments that will be delivered via multi paths to the destination depending on the path vacant ratio.

In [13] Wang et al. proposed load-balanced secure routing protocol (LSRP), a load-balanced secure routing protocol for wireless sensor networks. Based on structured topology of hexagonal mesh, hops at different directions are calculated on the optimal route for transmitting data packets in LSRP. Depending on characters of hops, the nodes can rapidly find a route among multiple optimal routes by the policy of the twice probability routing selection. Data breach is prevented by data
encryption, and data security is realized by one-way hash key chain and symmetric key authentication. LSRP offers preventions against usual attacks, and it also takes into account traffic load balance.

In [14] Yuvaraju [14] proposed a new multipath routing protocol called tSEL(Secure Energy Efficient Load Balancing Multipath Routing Protocol with Transmission Power Adjustment). Single path routing protocols may lead to holes in the network due to improper load distribution among the nodes. Multi path routing protocols will lead to better load balancing than single path routing protocols. tSEL protocol selects node disjoint multiple paths and shares load among the paths effectively by following a new load sharing mechanism. tSEL provides security through RSA public key algorithm and MD5 hash algorithm.

3. Preliminaries

3.1. System Models

Here we present some assumption for the network models used in the proposed algorithm followed by the energy models of the sensor nodes

3.1.1. Network Model: We assume that the wireless sensor networks are composed a large number of sensor nodes and a sink node. As the mobility is not mandatory in many applications of WSN, we assume that all nodes are static after deployment. The sensor nodes are randomly deployed throughout the sensor domain. All nodes generate packets periodically with a common constant period. The sink node, which has greater capabilities, can directly transmit data to any sensor node in the network, which are resource-constrained, sends data along the multi-hop route to the sink node. We consider that a sink node is security and is difficult to be compromised. And the sink node shares a unique secret key with every sensor node in the network, and that each pair of neighboring node has a unique key.

We assume that the initial energy of each node is equal. That is all nodes have the same amount of energy available at the beginning, thought it is the case that those nodes within one or two hops of the sink node consume more energy during Topology Constructing phase. Usually, energy consumption can be divided into three domains: sensing, communication, and data processing. In these three domains, energy consumption in data communication is the most. Thus we only take energy for communication into account and use the communication energy consumption model in [5, 10]

3.1.2. Energy Model: The fist order radio model [15] has been widely used for measuring the energy consumption in wireless communication. In this model, the transmitted and received energy const for transmission of a k-bit data packet between two d meter distance sensor nodes are given by the two following equations respectively.

\[ E_{tx} = k \times E_{elec} + k \times E_{amp} \times d^\alpha \]  
\[ E_{rx} = k \times E_{elec} \]  

Where \( E_{elec} \) denotes the energy spent by transmitter electronics, \( E_{amp} \) is the transmitting amplifier and \( \alpha (\alpha \geq 2) \) is the propagation loss exponent. \( \alpha \) is about 2 for free space and will increase due to the presence of obstacles.
3.2. Definitions

1. *living node*: a node not only has enough energy to transmit data but also it has a next hop node to transmit data;
2. *dead node*: a node doesn’t have enough energy to transmit data or it doesn’t have a next hop to transit data;
3. *stale node*: a node has enough energy to transmit, but it can only transmit data generated by itself or by its son nodes and can’t retransmit data generate by its sibling node.
4. *parent node*: a neighbor node which is one hop from the sink node less than the given node.
5. *sibling node*: a neighbor node which has the equal hop count from the sink node with given node.
6. *son node*: a neighbor node which is one hop from the sink node than the given node.
7. *leaf node*: a node that doesn’t have any son nodes.

3.3. Notations

We use the following notation to describe our protocol throughout the paper:

- $L_u$: the ideal load of sensor $u$
- $FS_u$: the set of the parent nodes of node $u$
- $BS_u$: the set of the sibling nodes of node $u$
- $SS_u$: the set of the son nodes of node $u$
- $P_{uv}$: the proportion of load in node $u$ assign to its father node $v$
- $S_{uv}$: the load of node $u$ assign to its father node $v$
- $M_1 || M_2$: concatenation of message $M_1$ and $M_2$
- $K_{uv}$: the pairwise between the node $u$ and $v$
- $K_u$: the pairwise between the node $u$ and the sink node

3. The Proposed Algorithm

In this present we scheme in detail. The proposed algorithm consists five phases: Initialization, Topology Constructing, Load Balancing, Data Forwarding, and Routing Maintenance.

3.1. Initialization Phase

Before the sensor nodes deployed, the sink node generates a random key and applies a hash function to generate a hash chain. Suppose the random key is $R_0$, the hash function is $H$, then the key chain is $R_0, R_1, \ldots, R_n$, here $R_{i+1} = H(R_i)$ and $n$ the maximum hop count between the sink node and sensor node. The sink node will store the hash function and the last key $R_n$ of the key chain into all sensor nodes as the authentication key. In this phase, the sink node will generate pairwise keys with each node and stores the pair key to the node. Of course, the sink node will store all pairwise keys. And each node will be loaded with pairwise keys with its neighboring nodes by using key predistribution schemes[16,17].
Let variable $h$ be the hop counts to the sink maintained by the node. The sink set its $h=0$ and the every other node sets its $h=n$, here $n$ is a number that is surely greater than the maximum of hop count in WSN.

### 3.2. Topology Constructing Phase

The routing scheme organizes the sensor nodes in different levels according to the minimum hops away from the sink node. After this process, each node is aware of its minimum hop count to sink node, and knows its parent nodes, sibling nodes and son nodes. The realization procession of topology is shown in Algorithm 1.

**Algorithm 1: WSN Topology Constructing**

1. Each unknown sensor constructs three empty lists $FL$, $BL$ and $SL$
2. Sink node broadcast ID, $h_0$, $R_0$ to its neighbor nodes
   /* ID is the identity of the sink node, R is the authentication key in sink node*
3. for each node $j$ in WSN after received the message broadcasted from it neighbor node $i$
4. node $j$ extracts the hop count value $h_i$ from the received message
5. if $h_i < h_j$
6. node $j$ computes $H^{h_j-h_i-1}(H(R_j))$
7. if $H^{h_j-h_i-1}(H(R_j)) = R_i$
8. node $j$ adds node $i$ to its father $FL$
9. node $j$ sets $R_j = H(R_i)$
10. if $h_j = h_i+1$
11. node $j$ set $h_i=h_j+1$
12. node $j$ broadcasts $ID_i$, $h_j$, $R_j$ to its neighbor
13. end if
14. end if
15. if $h_i > h_j$
16. node $j$ computes $H^{h_i-h_j-1}(H(R_j))$
17. if $H^{h_i-h_j-1}(H(R_j)) = R_i$
18. node $j$ adds node $i$ to its son list $SL$.
19. else
20. the node $j$ may be compromised. node $j$ reports this to the sink node.
21. end if
22. end if
23. if $h_i = h_j$
24. node $j$ computes $H^{h_i-h_j-1}(H(R_j))$
25. if $H^{h_i-h_j-1}(H(R_j)) = R_i$ in the received packets.
26. node $j$ adds sensor node $i$ to its sibling list $SL$.
27: else
28:  node j may be compromised. node j reports this to the sink node.
29:  end if
30: end if

3.3. Load Balancing Phase

This phase aims to compute the fair load of each sensor node. The main idea of the algorithm is that each sensor node sent its load to the sink node and the sink node computes the average load of each layer. Then the sink node broadcasts the average of each layer to the sensor nodes and each sensor node adjusts its load according the average load and its load. Initially, we set the \( L_u \) sensor node \( u \) to \( L_u \).

\( P_{ui} \) is the reciprocal of the number of father nodes of sensor node \( u \). The algorithm is executed as follows.

Suppose node \( u \) is a leaf node. Then node \( u \) sent its parent node \( v \) a packet containing:

\[
D_u || PL_{uv} || MAC(K_{uv}, Id_u || L_u || PL_{vu})
\]

where, \( D_u = Id_u || L_u \parallel MAC(K_{uv}, Id_u) \)

\[
PL_{uv} = L_u \times \frac{P_{uv}}{\sum_{i \in F_u} P_{ui}} \tag{1}
\]

When node \( v \) receives the packet from its son node \( u \), first it verifies the receiving packet. If the packet is authentic, it add \( S_{uv} \) to its load \( L_v \). After received the packets from all of its son nodes, it sends its parent node \( w \) a packet containing:

\[
Id_v || D_v || PL_{vw} || MAC(K_{vw}, Id_v || D_v || PL_{vw})
\]

where, \( D_v = Id_v || D_v \parallel MAC(K_{vw}, Id_v) \)

\[
PL_{vw} = (L_v + S_{uv}) \times \frac{P_{uv}}{\sum_{i \in F_v} P_{wi}} \tag{2}
\]

After sink node receives packets from all its son nodes, it verifies the receiving packet and \( D_v \) in the receiving packets by using the pairwise keys with node. If they are all authentic, it computes the average load \( AL \) of a layer as the ideal load of this layer, and then broadcasts the ideal load \( AL \) of each layer to all nodes.

When node \( u \) receives the ideal load \( AL \) of its layer, it sends the value \( V \) needed change to its son nodes. The

\[
V = (L_i - AL) \times \frac{S_{uv}}{\sum_{k \in F_v} L_k}, \text{ if } L_i > AL \tag{3}
\]

\[
V = (L_i - AL) \times \frac{1 / L_i}{\sum_{k \in F_v} 1 / L_k}, \text{ if } L_i < AL \tag{4}
\]

When the node \( v \) receives the requiring changed value \( V \) from its father node \( u \), then node \( v \) changes the \( P_{vi} \) to \( P_{vi} = \frac{V}{L_i} \)

After this phase, the sink node knows the load of the whole network and each node knows the \( F_{uv} \) to all its parent nodes.
3.4. Data Forwarding Phase

The sensor networks start executing its task in this phase. If a node sends a message to sink node, it chooses its next hop node according the following method. There are three case needed to be considered:

case 1: Some of its father nodes are alive. In this case, the node chooses its next hop node according to the probability of fair load. Probability of each father node being chosen is addressed by the following formulation:

\[ P_{\theta} = \frac{P_{\theta}}{\sum_{k \in FS} P_{\theta}} \]  

(5)

Here, \( FS \) is the set of the living father nodes.

case 2: None of its father node is alive, but some of its sibling nodes are alive. In this case, if the packet transmitting is generated by itself or received from its son node, the node randomly chooses one of its sibling nodes as next hop node. If the packet transmitting is received from its sibling node, this node cannot retransmit this packet and this node needs to inform its sibling nodes that it is a stale node.

case 3: None of its father nodes and sibling nodes is alive. In this case, this node can't transmit data to other node. This node needs to inform its sibling nodes and son nodes that it has become a dead node.

3.5. Routing Maintenance Phase

After some time, the residual energy of sensor node may become unequal. To minimize the disparity in the residual energy of every node, when the energy of a node decreases a given value this node will tell its residual energy \( E_{r} \) to all of its son nodes. When a son node receives the residual energy of its parent nodes, the \( P_{ij} \) of the parent node is changed to \( P_{ij}^{*} E_{r}/E \), here \( E \) is the original energy of the node.

4. Simulation Study and Performance Analysis

In this section, we use simulations to evaluate the performance of the proposed multi-path load-balanced energy routing scheme and compare it with MP-EA algorithms proposed in [6].

4.1. Performance Metric

To evaluate the performance of the proposed algorithm, we use two performance metrics describe as follows.

1. Power imbalance factor: We define this metric to evaluate the energy balance characteristics of the proposed algorithm. This is expressed as the standard deviation of energy consumption of the sensor nodes and given by

\[ S = \frac{1}{N} \left( \sum_{i=1}^{N} (E_{r}(i) - E_{avg})^{2} \right)^{1/2} \]

where, \( N \) is the number of sensor nodes in WSNs, \( E_{r}(i) \) denotes the residual energy of sensor node \( i \), \( E_{avg} \) denotes the average residual energy of all sensor nodes. This metric indicates how well the traffic load/energy consumption is distributed among nodes. The smaller the value is, the better the capability the routing protocol has in balancing the energy consumption.

2. Portion of living sensor nodes: We define this metric to evaluate the network lifetime of WSN. This is expressed as the as the living sensor nodes to the all sensor nodes in the WSN and given by
$P = \frac{\text{Number of living sensor nodes}}{\text{Number of all sensor nodes}}$. It is measured as the living sensor nodes to all sensor networks. This metric indicates the percentage of sensor nodes that can work. It gives an indicator of sensor network lifetime.

### 4.2. Simulation Parameter

The key simulation parameters are summarized in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area size</td>
<td>$100m \times 100m$</td>
</tr>
<tr>
<td>Node numbers</td>
<td>200</td>
</tr>
<tr>
<td>Node placement</td>
<td>Uniform</td>
</tr>
<tr>
<td>Transmission range</td>
<td>$15m$</td>
</tr>
<tr>
<td>Location of sink</td>
<td>$(0,0)$</td>
</tr>
<tr>
<td>Initial energy</td>
<td>0.5J</td>
</tr>
<tr>
<td>$E_{elec}$</td>
<td>50nJ/bit</td>
</tr>
<tr>
<td>$E_{amp}$</td>
<td>100pJ/bit/m$^2$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>2</td>
</tr>
<tr>
<td>Packet length</td>
<td>1Kbit</td>
</tr>
</tbody>
</table>

### 4.3. Simulation Results and Discussions

Figure 1 presents standard deviation of residual energy in all living nodes between MP-EA algorithm and the proposed algorithm, the energy fairness in proposed scheme is better than that in the MP-EA algorithm. Although the energy fairness in MP-EA scheme is better than that in the proposed scheme at later time, from Figure 2 we can see that at this time there are only 74 percent of living sensor.

Figure 2 gives percent of living sensor nodes at a time. It is clear that the percent of living sensor nodes in the proposed algorithm is larger than that of in MP-EA algorithm scheme at a time. For example, after the simulation lasts 50 second, there are 94 percent of sensor nodes are alive in the proposed algorithm, while in MP-EA algorithm scheme there are only 74 percent nodes are alive. The graph also shows that the time of first dead node appearing in MP-EA algorithm scheme is earlier than that in proposed scheme. From this figure, we can get that the network lifetime of proposed algorithm is longer than of MP-EA algorithm scheme.

![Figure 1. Standard Deviation of Residual Energy in Sensor nodes](image-url)
In this section, we describe how the proposed algorithm defends Sinkhole, Wormhole, Sibyl and Selective Forwarding Attacks.

Defending Sinkhole Attacks: In the sink hole attack, the adversary’s goal is to lure nearly all the traffic from a particular area through a compromised node, creating a metaphorical sinkhole with the adversary at the center. In the topology constructing phase of the proposed algorithm, all sensor nodes in the network will verify the authentication of receiving packet by using the hash chain. These can prevent malicious fake the number of hop be less than the actual number. The malicious nodes can only reply or fake the hop count greater than the actual number of hops and can not do sinkhole attacks. If malicious node fake hop count greater than the actual number, it will only make it less neighbor nodes send data to it. If malicious node replies the packet replay, it will be discovered by its neighbors and being reported to the sink node.

Defending Wormhole Attacks: In the wormhole attack, adversary tunnels packets received in one part of the network over a low-latency link and replays them in a different part. In the proposed algorithm, all packets will be authentic by the pairwise between neighbor nodes.

Defending Sibyl Attacks: In the sibyl attack, a single node presents multiple identities to other node in the network. The sibyl attack can significantly reduce the effectiveness of fault-tolerant schemes. In the proposed algorithm, the sink will verify the packets by using the sensor ID and the keys between the sensor nodes and the sensor nodes. If the identify in the receiving packet are not consistent with the key stored the sink node, the receiving packet will not pass the verification

Defending Selective Forwarding Attacks: In selective forwarding attacks, malicious node refuse to forward all or part of the packets and simply drop them so that are not sent any further. In the proposed algorithm, the next node is selected based on certain probability, so the malicious nodes may be not the routing path. When the malicious nodes are not in the routing path, they cannot do selective forwarding attacks.
6. Conclusions

This paper proposed a load balancing multi-path secure routing algorithm. In this paper, we have introduced the mechanism of load balancing to balance the energy of the sensor nodes in the WSN and improve the performance in terms of network lifetime. The security is achieved via symmetric key technology, one-way hash chain. The simulation results obviously indicated that much better traffic balance effect and maximum network lifetime could be achieved with the proposed scheme and the security analyses show that the proposed routing algorithm can defend sinkhole, wormhole, sibyl and selective forwarding attacks.
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