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Abstract

Predicting quality of services (QoS) is an important need when ranking cloud services for selection. QoS values of cloud services usually depend heavily on the user’s and service’s environments. Therefore, personalized QoS value prediction for cloud services is more desirable to users. Collaborative Filtering (CF) has recently been applied to personalized QoS prediction for services on the Web. However, seldom did they take the context information of service users and services into consideration. The following paper presents a CF-based method for predicting QoS values of cloud services. The method exploits not only the QoS information of users and services, but also one type of the most important context information of users and services, i.e., their geographic locations. Experiments conducted on a real dataset show that geographic location information is indeed helpful for improving the QoS prediction performance. The experimental results also demonstrate that the proposed method is significantly better than previous methods in prediction accuracy.
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1. Introduction

Cloud computing is Internet-based computing, whereby shared configurable resources (e.g., infrastructure, platform, and software) are provided to computers and other devices as services [1]. With the rising popularity of cloud computing, the past years have witnessed an exponential growth of cloud applications. Cloud applications, which are applications deployed in the cloud environment, are typically large-scale and complex. Similar to traditional component-based systems, cloud applications typically involve multiple cloud components communicating with each other over application programming interfaces. These cloud components, which were usually implemented as Web services, can be provided and deployed in the cloud by other companies [2]. Since there are a number of functionally equivalent services in the cloud, optimal service selection becomes important to service users. In this paper, service users refer to cloud applications or developers that use the cloud services.

In cloud service selection, quality of services (QoS) usually plays a very important role. QoS of cloud service is usually determined by a set of attributes such as throughput, delay, reliability and security, which are referred to as QoS attributes. There are at least two great challenges facing cloud service selection. Firstly, since there are multiple QoS attributes concerned, how to leverage different QoS attribute values and the user’s requirements to measure quality of a service for the user is a challenging issue. Substantial works has been carried out for addressing this issue, and a variety of approaches have been proposed [3-5]. Therefore, we focus on the second challenging issue: how to acquire the QoS values of cloud services. In reality, QoS values of cloud services are usually incomplete or even missing. Not all service providers will publish accurate QoS information for their services. Some dishonest service providers may exaggerate their services’ QoS to attract more users. Moreover, because service QoS is
highly dependent on users’ and services’ circumstances, the perceived QoS of the same service may be different from user to user [6]. To get the accurate QoS values of cloud services, users can conduct evaluations on the services by invoking them. However, this process is both time-consuming and resource-consuming, and thus is impractical when there are many candidate services for selection. More effective approaches to acquire cloud service QoS information are therefore required.

Inspired by the idea of user-collaboration at the Web 2.0 era, Collaborative Filtering (CF) techniques have been widely used to make prediction on missing values in recommender systems [7]. Recently, the CF techniques were also employed by some studies to predict QoS of service for the purpose of service recommendation [8]. The main idea is to identify groups of similar users and collect their useful QoS information on a service to predict its QoS value for an active user. However, Previous CF-based service recommendation methods have rarely taken into account the peculiar characteristics of cloud service QoS when making QoS predictions. QoS attributes of cloud services such as response time and throughput are highly dependent on the locations of service users and services as well as their underlying networks. However, this observation is usually ignored by the previous work.

This paper proposes an enhanced CF method for predicting cloud service QoS. The method incorporates a data smoothing procedure into CF via exploiting the geographic location information of service users. The method is composed of a user-based CF and a service-based CF. the user-based CF identifies a group of similar users based on their QoS data and uses their QoS data to make a QoS prediction for an active user and a target service. The service-based CF identifies a group of similar services based on their QoS data and uses their QoS data to make a QoS prediction for a active user and a target service. Finally, the method combines the above two QoS predictions to generate the final QoS prediction for the active user.

The remainder of this paper is organized as follows. Section 2 surveys the related work of this study. Section 3 gives an overview of the proposed method. Section 4 elaborates our QoS prediction method, including the user-based QoS prediction, the service-based QoS prediction and their integration. Section 5 presents the evaluation of our method and Section 6 concludes the paper.

2. Related Work

As many services with similar or equivalent functionalities rise, QoS has become a major concern in service selection. Previous related works are majorly focused on how to rank service candidates by leveraging the services’ QoS and the users’ QoS requirements. For example, Masri and Mahmoud [9] normalize values of different QoS attributes into a unique range, and then calculate the overall quality of services by leveraging the normalized QoS values and the user’s preference on QoS attributes. Comuzziand and Pernici [10] use a price model to combine multiple QoS factors. The price model converts each QoS attribute of a service to a price, and combines all prices together to measure the service’s QoS. Yau and Yin [11] proposes a service selection method that selects the service that best satisfies users QoS requirements, instead of the service with the best QoS. Liu, Fletcher, and Tang [12] use fuzzy operators to aggregate individual QoS values, instead of simple summation or average operators. However, almost all service selection methods are based on the assumption that QoS values of service candidates are already acquired and are same to all users. The assumption is not realistic in practice. Service QoS information is usually incomplete or even missing, as stated in the introduction, and there should be no service whose QoS is the same to all users.

Inspired by the successful application of CF in various recommender systems, recently, several works have applied CF to predict QoS of Web services for a user in a personalized way [8, 13]. Based on the QoS information recorded from a set of users invoking a set of
CF-based methods firstly identify a subset of users similar to an active user, and then aggregate the QoS information of these users on a target service to make a QoS prediction for the active user and the target service. To further improve the accuracy of QoS prediction, a few enhanced CF methods that explicitly incorporate context information of users and services are proposed. For example, work [14] exploits the IP addresses of users for improving the process of identifying similar users in CF, based on the assumption that users with similar IP addresses are likely to be similar on their QoS information. Work [15] assumes that users within the same Autonomous System (AS) or country are likely to be similar, and thus exploits such location information to improve similar user or service search. Work [16] uses a virtual Internet coordinate system to locate users and improve the similar user search results.

Recently, some emerging works [17-19] have employed the Matrix Factorization (MF) techniques to improve the accuracy of QoS prediction. However, their methods are essentially complicated and time-consuming. Different from previous work, this work incorporates a data smoothing procedure into CF via exploiting the geographic location information of service users.

![Figure 1. Framework of Our Proposed QoS Prediction Method for Cloud Service Selection](image)

### 3. Overview of the Method

Fig. 1 presents an overall architecture for the proposed cloud service QoS prediction method. Suppose that the active user's interest is already known, and a list of cloud services that matching his/her functional interest has been identified as candidates for his/her selection. The components in the architecture are described as follows.

The user-service QoS matrix is used to save the QoS information of cloud services after they are used by different service users. The location information contains locations of both service users and services. The QoS data smoothing component is used to address the data sparsity of the QoS matrix, by exploiting the location information.

The user-based CF employs the QoS matrix to find similar users for an active user, and then uses the similar users’ QoS information to make QoS predictions for the active user and the target service. In a similar manner, the service-based CF employs the QoS matrix to find similar services for a target service, and then uses the similar services’ QoS information to make QoS predictions for the active user and the target service. The two kinds of QoS predictions are finally aggregated to make more accurate QoS predictions. After predicting all missing QoS values for the active user and every service candidate, a ranker is used to ranking cloud services based on their QoS values for the active user to make service selection decision.
4. The QoS Prediction Algorithm

Given a cloud service selection system consisting of $M$ service users and $N$ cloud services, the relation between users and services is denoted by an $M \times N$ matrix, namely, the user-service QoS matrix. Every entry in this matrix $r_{ui}$ represents the a vector of QoS values (e.g., response time, throughput, etc.), that is observed by the service user $u$ on the cloud service $i$. If user $u$ did not invoke the service $i$ before, then $r_{ui} = \text{null}$. In the following, we introduce how to predict the value of $r_{ui}$ using CF techniques.

4.1. QoS Data Smoothing

Data sparsity is a fundamental problem for CF. Due to the data sparsity of the user-item matrix, there are insufficient data for the CF to measure similarity and identify similar neighbors accurately, and thus the accuracy of predicted results will be significantly lowered. To improve the density of the user-item matrix and address the data sparsity problem, several works [20, 21] have employed data smoothing techniques to fill the missing values in the user-item matrix. Those methods usually cluster all users into different groups based on the calculated user similarity via employing K-means algorithms. Then, for every missing value in the user-item matrix, they replace it with the average value of the item to the group where the user belongs. The above data smoothing methods, however, have two weaknesses. Firstly, when the user-item matrix is very sparse, user similarity computation could be inaccurate and thus leading to ineffective user clustering. Secondly, the clustering algorithm has to be re-performed whenever the data in the user-item matrix change, thus it is likely to be resource-consuming. In the following, we propose a novel QoS data smoothing algorithm by employing the geographic location information of users and services.

In cloud environments, we observe that users near to each other in location usually share similar interests and perceive similar QoS on the same service. Suppose the geographic locations of two users $a$ and $u$ are known, the distance between them is calculated with

$$d(a, u) = 111.199 \times \sqrt{(A_u - A_a)^2 + (L_u - L_a)^2 + \cos^{-1}\left(\frac{A_u + A_a}{2}\right)}$$

(1)

where $A_a \in (-180, 180]$ represents the altitude in location of $a$, and $L_a \in (-180, 180]$ indicates the latitude in location of $a$. We define the users with a small distance to $a$ as its local neighborhood, i.e.,

$$N(a) = \{u \mid d(a, u) < D\}$$

(2)

where $D$ is preset distance threshold. Based on the above definitions, suppose $r_{ui}$ is an item in the user-service matrix and the user $u$ has not invoked service $i$ yet, $r_{ui}$ is calculated with

$$r_{ui} = \overline{r}_u + \Delta r_{N(a)}$$

(3)

where $\overline{r}_u$ is the vector of average QoS values of services invoked by $u$, and $\Delta r_{N(a)}$ is average QoS deviations for all users in $N(u)$ to the service $i$, which is defined as:

$$\Delta r_{N(a)} = \sum_{u \in N(u)} (r_{ui} - \overline{r}_u) / |N(u)|$$

(4)

where $|N(u)|$ is the number of users in $N(u)$. 
4.2. Similarity Computation

Pearson Correlation Coefficient (PCC) has been widely used in many recommendation systems for similarity computation, since it can be easily implemented and can achieve high accuracy. In user-based collaborative filtering, the formula for computing the similarity between two users $a$ and $u$ can be written as:

$$sim(a, u) = \frac{\sum_{i \in I} (r_{a,i} - \bar{r}_a)(r_{u,i} - \bar{r}_u)}{\sqrt{\sum_{i \in I} (r_{a,i} - \bar{r}_a)^2} \sqrt{\sum_{i \in I} (r_{u,i} - \bar{r}_u)^2}}$$

(5)

where $I = I_a \cap I_u$ is the subset of services that are commonly invoked by user $a$ and user $u$; $r_{a,s}$ represents the vector of QoS values of service $s$ observed by user $a$; and $\bar{r}_u$ represents the vector of average QoS values of user $a$. From the above definition, the user similarity, $sim(a, u)$, is in the interval of [-1, 1], with a larger value indicating that user $a$ and user $u$ are more similar.

PCC may overestimate the similarities of service users who are actually not similar but happen to have similar QoS experiences on just a few co-invoked services [22]. To address this problem, we modify the user similar computational formula by introducing a weighted factor to reduce the influence of a small number of co-invoked services. The adjusted user similar computational formula is:

$$sim'(a, u) = \frac{\min |I| \cdot |r_j|}{\gamma_1} \times sim(a, u)$$

(6)

where $|I|$ indicates the number of services invoked by user $a$ and user $u$ in common, $\gamma_1$ is a preset threshold for adjusting the user similarity, mainly determined by the sparsity of the user-service QoS matrix. Generally, if the matrix is very sparse, the number of services commonly used by two users is relatively small; the threshold should be set smaller. If $|I|$ is bigger than the threshold $\gamma_1$, the user similarity will not be adjusted.

In service-based collaborative filtering, PCC can also be employed to compute similarity between two services $i$ and $j$. The computational formula is as Formula (3):

$$sim(i, j) = \frac{\sum_{u \in U} (r_{i,u} - \bar{r}_i)(r_{j,u} - \bar{r}_j)}{\sqrt{\sum_{u \in U} (r_{i,u} - \bar{r}_i)^2} \sqrt{\sum_{u \in U} (r_{j,u} - \bar{r}_j)^2}}$$

(7)

where $U = U_i \cap U_j$ is the subset of users who invoke service $i$ and $j$; $r_{i,u}$ represents the vector of QoS values of service $i$ observed by user $u$; and $\bar{r}_i$ represents the vector of average QoS values of service $i$. The service similarity, $sim(i, j)$, is also in the interval of [-1, 1].

Just like the user-based collaborative filtering method, an adjusted PCC for the similarity computation of different services is defined as:

$$sim'(i, j) = \frac{\min |U| \cdot |r_j|}{\gamma_2} \times sim(i, j)$$

(8)

where $\gamma_2$ is a preset threshold for adjusting the service similarity. If $|U|$ is bigger than the threshold $\gamma_2$, the service similarity will not be adjusted.
4.3. Similar Neighbors Selection

Similar neighbor selection is a very important step of CF. In user-based CF, a subset of users similar to the active user is identified, while in item-based CF, a subset of services similar to the target service is identified. In this section, we present our similar neighbor selection strategies for both the active user and the target service.

From Section 4.2, it can be inferred that a similar user to the active user should have a user similarity whose value is at least greater than 0. To remove the effect of dissimilar users, we define the similar neighbors of an active user as follows:

\[ N'(a) = \{ u \mid \text{sim}^{'}(a, u) > \eta \} \]  

where \( \eta \geq 0 \) is a preset similarity threshold for users. In a similar manner, the similar neighbors of a target service are defined as follows:

\[ N'(i) = \{ j \mid \text{sim}^{'}(i, j) > \theta \} \]  

where \( \theta \geq 0 \) is a preset similarity threshold for services.

4.4. QoS Prediction

In the user-based CF, Formula (11) is used to predict missing QoS values of service \( i \) to the active user \( a \).

\[ uR_{a,i} = \overline{r}_a + \frac{\sum_{u \in N'(a)} \text{sim}^{'}(a, u)(r_{u,j} - \overline{r}_u)}{\sum_{u \in N'(a)} \text{sim}^{'}(a, u)} \]  (11)

where \( \overline{r}_a \) is the vector of average QoS values of services invoked by \( a \) and \( N'(a) \) is the set of similar users to user \( a \). Similarly, the service-based method uses Formula (12) to predict the missing QoS values of service \( i \) to the active user.

\[ iR_{a,i} = \overline{r}_i + \frac{\sum_{j \in N'(i)} \text{sim}^{'}(i, j)(r_{a,j} - \overline{r}_j)}{\sum_{j \in N'(i)} \text{sim}^{'}(i, j)} \]  (12)

where \( \overline{r}_i \) is the vector of average QoS values of service \( i \), and \( N'(i) \) the set of similar services to service \( i \).

Since these two predicted values may have different prediction performance, we use a tunable parameter \( \lambda \) to balance these two predicted values. We combine the two methods by using Formula (13):

\[ R_{a,i} = \lambda \times uR_{a,j} + (1 - \lambda) \times iR_{a,j} \]  (13)

By the above mechanism, the parameter \( \lambda \) determines how much the predicted results rely on the user-based method or the service-based method. The parameter \( \lambda \) makes our method adaptable to different environments.

5. Evaluation

During our experiments, we adopted a real-world service dataset, WSDream dataset 2 [6], published in www.wsdream.com. This dataset contained the QoS...
records of service invocations on 5825 services from 339 users. The dataset can be transformed into a user-service matrix. Each item of the user-service matrix is a pair of values: response time (also called Round Trip Time, RTT) and throughput (TP). Therefore, the original user-service matrix can be decomposed into two simpler matrices: RTT matrix and TP matrix. We used either the RTT matrix or the TP matrix to compute both the user and the service similarities. This dataset also contained the geographic location information of both users and services. Our experiments evaluate the proposed QoS prediction method from the following three aspects:

1) What is the relation between users’ (or services’) locality and similarity, i.e., are users close to each other in location are also similar to each other in QoS? This is evaluated in Experiment 1.

2) How does our method compare with other CF-based QoS prediction methods? This is evaluated in Experiment 2.

3) How does parameter $\lambda$ influence the prediction accuracy? This is evaluated in Experiment 3.

Our experiments are developed by using Matlab 7.0 and performed on a HP desktop computer with configuration as: Intel Core i3 3.20GHz CPU, 2GB RAM, and Windows 7 operating system.

5.1. Experiment 1

To evaluate the relation between a user’s local neighborhood and similar neighborhood, we conduct the following experiment: For each targeted user, we calculate the distance between it and all the other users using Eq. (1), we also calculate the similarities between it and all the other users by employing the RTT matrix (or the TP matrix); then we ranking all the other users in descending order of distance to the targeted user; finally, for all rankings we calculate the average similarity of the users at position $p$ ($p=1,2,\ldots,338$), and verify whether the average similarity values of users with higher positions are greater than those with lower positions or not. If the average similarity values of users with higher positions are significantly greater than those with lower positions, it indicates that there is a relation between locality and similarity of users, and the more difference, the stronger is the relation.

![Figure 2. The Average User Similarities Calculated For Each Position in the Distance-Based Ranking of Users](image)

(a) RTT  
(b) TP
Fig. 2 reports the results of the above experiment. In specific, Fig. 2(a) shows the results produced by employing the RTT matrix, and Fig. 2(b) shows the results produced by employing the TP matrix. From the experimental results we can see, the average user similarities calculated decrease significantly when the distances of users increase. In particular, the top-ranked users have much larger similarity values than the other users. For example, the top 10 ranked users are observed to have an average similarity about 0.58 when employing the RTT matrix to compute user similarity, and the top 10 ranked users has an average similarity about 0.73 when employing the TP matrix to compute user similarity. The above experimental results validate that there is a strong relation between user locality and user similarity, and users closer to a targeted user in location are highly likely to be more similar to the targeted user in QoS.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3.png}
\caption{Impacts of $\Lambda$ on the Prediction Accuracy}
\end{figure}

5.2. Experiment 2

This experiment evaluated the prediction accuracy of our QoS prediction method, and compared it with other existing QoS prediction methods. In this experiment, the 339 service users are divided into two groups: 300 randomly selected training users and the rest as test (active) users. The RTT matrix is divided into the RTT-training-matrix and the RTT-test-matrix, and so is the TP matrix. In order to simulate the real-world situation, we randomly remove entries of the training matrices and the test matrices to reduce the data density to 20%. The removed entries of the test matrices are used for evaluating the prediction quality. We set $\lambda = 0.7$ and $\lambda = 0.8$ for RTT and TP prediction respectively, to make our method achieve the best performance. The values of the other parameters are set as $D = 100$, $r = 5$, $\eta = \theta = 0.2$.

Mean Absolute Error (MAE) is often used in collaborative filtering methods to measure the prediction accuracy. MAE is defined as:

$$MAE = \frac{1}{N} \sum_{i} \left| r_{a,i} - R_{a,i} \right| \tag{14}$$

where $r_{a,i}$ is the actual QoS values of Web service $i$ observed by service user $a$, and $R_{a,i}$ is the predicted QoS values, and $N$ denotes the number of predicted values. Because different QoS attributes of Web services have distinct value ranges, we also use the Normalized Mean Absolute Error (NMAE) metric to measure the prediction accuracy. NMAE is defined as:

$$NMAE = \frac{MAE}{\sum_{a,i} r_{a,i} / N} \tag{15}$$

And smaller NMAE values represent higher prediction accuracy.
We compare our method with some other well-known prediction methods: user-based prediction method using PCC (UPCC) [23], item-based prediction method using PCC (IPCC) [24], hybrid user and item-based prediction method using PCC (UIPCC) [8,25], and a location-aware CF algorithm, LACF [15], to evaluate its prediction performance. Formula (5) and Formula (7) are used for computing the UPCC and IPCC respectively. The results are reported in Table 1, where CloudPred represents our proposed QoS prediction method. From this table, we can see that our method had significantly smaller MAE and NMAE values than the other methods, indicating that our proposed method has a better prediction performance.

### Table 1. Performance Comparison between Our Method and other QoS Prediction Methods

<table>
<thead>
<tr>
<th>Metrics</th>
<th>UPC</th>
<th>IPCC</th>
<th>UIPCC</th>
<th>LACF</th>
<th>CloudPred</th>
</tr>
</thead>
<tbody>
<tr>
<td>RTT_MAE</td>
<td>0.72</td>
<td>0.95</td>
<td>0.638</td>
<td>0.54</td>
<td>0.533</td>
</tr>
<tr>
<td>RTT_NMAE</td>
<td>1.02</td>
<td>1.38</td>
<td>0.968</td>
<td>0.71</td>
<td>0.708</td>
</tr>
<tr>
<td>TP_MAE</td>
<td>41.5</td>
<td>90.7</td>
<td>40.21</td>
<td>34.0</td>
<td>33.71</td>
</tr>
<tr>
<td>TP_NMAE</td>
<td>1.13</td>
<td>2.16</td>
<td>0.983</td>
<td>0.79</td>
<td>0.764</td>
</tr>
</tbody>
</table>

#### 5.3. Experiment 3

Different datasets may have different data correlation characteristics. Parameter $\lambda$ determines how much the proposed QoS prediction method relies on either the user-based prediction or the item-based prediction. Parameter $\lambda$ makes the prediction feasible for various environments. Given $D = 100$, $\gamma = \gamma = 5$, $\eta = \theta = 0.2$, we vary the value of $\lambda$, from 0 to 1, with each step of 0.1, and study its influence on our proposed QoS prediction method. Fig. 3 reports the influence of $\lambda$ on the prediction accuracy of both RTT and TP. Our method achieved the best accuracy for RTT prediction when $\lambda = 0.7$ and for TP prediction when $\lambda = 0.8$.

#### 6. Conclusion

This paper presented a CF-based QoS prediction method for cloud service selection. Based on the observation that the QoS of cloud services highly depends on the locations of service users, and users that are close in location tend to share similar QoS experiences, the method exploits the geographic location information of users and incorporate it into a data smoothing procedure for the user-service matrix, which can significantly improve its data density and thus is helpful for improving prediction quality. The method then employs both the user-based CF and the item-based CF to make QoS predictions, and integrate them for more accurate prediction. Experimental results not only verify the strong relation between locality and similarity of both users and services, but also show the better prediction performance of our proposed method compared with the other four QoS prediction methods.
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