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Abstract

A Wireless Sensor Network (WSN) is a network of distributed sensors that can collect information from a physical environment. Low-cost sensors are the backbone of a WSN. Maximizing the lifetime of sensor networks is the main challenge of a Wireless Sensor Network (WSN), such as the sensor node of the network needs to be prepared with limited battery power. This paper focuses on finding the optimal sink position. Relay nodes have been introduced in conjunction with the sensor nodes to mitigate network geometric deficiencies since in most other approaches the sensor nodes close to the sink become heavily involved in data forwarding and, thus, their batteries are quickly depleted. A Biogeography-Based Optimization (BBO) algorithm is used to locate the optimal sink position with respect to those relay nodes to make the network more energy efficient. The relay nodes communicate with the sink instead of the sensor nodes. Tests show that this approach can save at least 40\% of the energy and prolong the network lifetime.
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1. Introduction

Sensor nodes are used to provide information by transferring data between themselves [1]. A wireless sensor node is prepared with computing and sensing device, radio transceiver and power components. After the sensor nodes are deployed, they are responsible for self-organizing an appropriate network infrastructure often with multi-hop connections between them.

Then the onboard sensors start collecting information of interest, which is routed towards a sink, and it is assumed that these sensor nodes are aware of the sink location [2]. The extension of the network lifetime of Wireless Sensor Networks (WSNs) is an important issue that has not been appropriately solved yet.

Nodes with renewable energy sources (denoted as primary nodes) carry out most message transfer tasks, and nodes armed with conventional chemical batteries (denoted as secondary nodes) are those with fewer communication demands. The key design issue of this network type is the development of a new optimization framework to compute the optimal assignment of renewable energy supplies (primary node assignment) to maximize network lifetime, obtaining the minimum number of energy supplies and their node assignment. A Wireless Sensor Network consists of a large group of autonomous low-cost devices (nodes) distributed over an area that monitor one or several environmental variables of interest. In these networks, the sources are nodes that capture and collaboratively communicate the acquired data (temperature, humidity, lightness, etc.) to the sink node/s, which is/are usually out of their direct coverage. As a consequence, intermediate nodes, in the path between sources and sinks, are in charge of retransmitting the sensed data, selecting, in a distributed manner, the best path to the sink [3].
Current node technology and network lifetime have restricted the deployment of WSNs recently. Like many other autonomous electronic devices, the most common source of power for WSN nodes (including the sensing instrumentation and radio communication subsystems) [3]. The distributed schemes offer the opportunity for drastic reductions in communication requirements, at the expense of some performance degradation [4]. In a distributed detection system, every sensor node performs some preliminary processing of data and transmits a local decision to the fusion centre. Based on the received data, the fusion centre is responsible for the final decision-making [5].

In this paper, a technique known as Biogeography-Based Optimization (BBO) is used to recover WSN coverage. This method was first proposed in 2008 by Dan Simon [6]. BBO used the migration of species in their habitats to search for a solution to an optimization problem. Similar way to other swarm intelligence algorithms, BBO is simple and robust, which makes it a suitable candidate for solving multi-objective optimization problems such as WSN coverage maximization. The mutation model is employed in BBO to improve the ability of the algorithm to obtain a globally optimum solution. However, this also leads to slow convergence. For WSN nodes with limited energy resources, this can decrease the network lifetime or even reduce the sensor energy.

![Figure 1. Wireless Sensor Networks Using Relay Nodes](image)

To address these issues, these batteries have two main drawbacks: (i) the non-environmental sustainability of their chemical elements, since they can be abandoned in the monitoring area; and (ii) fast depletion when nodes operate intensively. The problem for maximum number of complete cover subsets is difficult, because each subset must achieve complete coverage to the target area, and the WSN can satisfy the surveillance task with only one subset of sensors active at any time. We added this algorithm to improve WSN coverage.

The key motivation of this paper is to optimize the performance of the system with respect to a desired performance criterion, which is specified as the detection error probability at the fusion center. The decision rule at the fusion center, along with the local sensor decision rules, needs to be jointly designed to optimize the specified performance criterion. The goal is to decrease the number of iterations required to find a globally optimum solution for node dispersion. This paper aims to develop a numerical solution for optimal power scheduling in WSNs for correlated observations. The (BBO) algorithm has been proposed to address this issue.

The rest of this paper is organized as follows. Section 2 presents the related work in this paper. Section 3 propose an algorithm of the Biogeography-Based Optimization and includes the chromosome encoding method of, the design of the fitness function, and mutation operations. Experimental results and discussions are presented in Section 4. Finally, Section 5 draws a conclusion for this research.
2. Related Work

WSN lifetime maximization in energy harvesting systems has been tackled in the scientific literature from many different points of view. In a distributed detection system, every sensor node performs some preliminary processing of data and transmits a local decision to the fusion centre. Various methods have been proposed for prolonging the optimal lifetime of a WSN focusing on the device control [7–9], device placement [10], issues of data processing [11], and routing [12–15]. The allocation of different capacity batteries to the network nodes’ lifetime maximization is addressed in the work conducted by Long et. al. [16]. The Measurement Square Error (MSE) algorithm is proposed by Reise et. al. to maximize the lifetime, characterizing the energy consumption through (MSE) [17]. In other words, maximizing the number of complete cover subsets is a more direct way of maximizing the network lifetime [18]. Because the point target is the most common phenomenon in practical applications, in this paper, the point-coverage problem is considered to maximize the lifetime of a WSN. In [19], a maximum cover using the mixed integer programming (MC-MIP) algorithm is proposed to find the maximum number of complete cover subsets. The first introduced gene algorithm to solve the point-coverage problem for a WSN is by finding the maximum number of complete cover subsets is termed GAMDSC. Recently, a novel hybrid genetic algorithm using a forward encoding scheme (STHGA) was proposed in [20–21]. Due to its original definition by [22], the Differential Evolution (DE) algorithm and its variants are perceived as a reliable and versatile population-based heuristic optimization technique [23].

This paper aims to develop a numerical solution for optimal power scheduling in WSNs for correlated observations. The biogeography-based optimization (BBO) algorithm has been proposed to address this issue. The contribution for this paper is the estimation of the optimum number of nodes, incorporating energy sources, and maximizing network lifetime. Additionally, our logical model is able to acquire the precise location of these nodes in the network regardless of its topology. On the other hand, our research also optimizes the traffic load balancing between a node and its neighbors’. These results will enable a developer or researcher to easily carry out their own deployment/test.

3. Introduction to Biogeography-Based Optimization

3.1. Standard Unconstrained BBO Algorithm

The Biogeography-Based Optimization (BBO) algorithm, which was developed by Simon [11], was strongly influenced by the equilibrium theory of island biogeography [24]. The basic premise of this theory is that the rate of change in the number of species on an island critically depends on the balance between the immigration of new species onto the island and the emigration of established species. The BBO algorithm operates on a population of individuals called habitats (or islands). Each habitat represents a possible solution to the problem in hand. The fitness of each habitat is determined by its habitat suitability index (HSI), which is a metric that determines the goodness of a candidate solution, and each habitat feature is called a suitability index variable (SIV). Good solutions may have a larger number of species, which represents a habitat with a low HSI, than do poor solutions. The immigration rate \( \lambda \) and the emigration rate \( \mu \) of each habitat are used to probabilistically share information between habitats. These parameters are affected by the number of species \( S \) in a habitat. Maximum immigration rate occurs when the habitat is empty and decreases as more species are added, and maximum emigration rate \( E \) occurs when all possible species \( S_{\text{max}} \) are present in the habitat. The immigration and emigration rates when there are \( S \) species in the habitat are given by:
\[ \lambda_s = I \left( 1 - \frac{s}{S_{\text{max}}} \right) \] (1)

\[ \mu_s = E \left( \frac{s}{S_{\text{max}}} \right) \] (2)

We have considered a linear migration model where the immigration rate \( \lambda_s \) and the emigration rate \( \mu_s \) are linear functions of the number of species \( S \) in the habitat, but different mathematical models of biogeography that include more complex variables are presented in [24]. The BBO algorithm can be described with Algorithm 1. The two basic operators that govern the working of BBO are migration, which is described in Algorithm 2, and mutation, where \( \text{rand}(0, 1) \) is uniformly distributed random numbers in the interval \([0, 1]\). The mutation rate \( m(S) \) is inversely proportional to the species count probability \( P_s \), i.e.,

\[ m(S) = m_{\text{max}} \left( 1 - \frac{P_s}{P_{\text{max}}} \right) \] (3)

Where \( m_{\text{max}} \) is a user-defined parameter, and \( P_{\text{max}} = \max \{ P_s \mid S = 1, \ldots, S_{\text{max}} \} \). If a habitat is selected for mutation, then a randomly chosen SIV in the habitat is simply replaced with a new randomly generated variable from its range.

---

**Algorithm 1: BBO**
1: Initialize a set of solutions (habitats) to a problem.
2: Evaluate the fitness (k) for each solution.
3: Compute \( S, \lambda, \) and \( \mu \) for each solution.
4: Modify habitats (migration) based on \( \lambda \) and \( \mu \).
5: Mutation based on probability.
6: Implement elitism.
7: Go to step 2 for the next iteration if needed.

**Algorithm 2: Migration**
1: for \( i = 1 \) to \( NP \) do
2: Use \( \lambda \) to probabilistically decide whether to immigrate to \( X_i \).
3: if \( \text{rand}(0, 1) < \lambda_i \) then
4: for \( j = 1 \) to \( NP \) do
5: Select the emigrating island \( X_j \) with probability \( \alpha \mu_j \).
6: if \( \text{rand}(0, 1) < \mu_j \) then
7: Replace a randomly selected decision variable (SIV) of \( X_i \) with its corresponding variable in \( X_j \).
8: for sink \( b \)
9: calculate \( db_i \) and \( pb \)
10: for each node \( i \)
11: calculate \( d_{ij}, p_i, hci, Li, ELi, E_{\text{total}} \_i \)
12: calculate \( li(k) \) for particle \( k \)
13: calculate the lifetime of the whole network as its fitness value, \( \text{fitness} \_k \)
14: end

---

3.2. Set of Neighbors’ of Node \( i \)

It is assumed that the positions of all the nodes are known in terms of \( x \) and \( y \) coordinates. So the distance \( d_{ij} \) between the nodes \( i \) and \( j \) is calculated according to the following formula:

\[ d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \] (4)

Considering \( d_{\text{max}} \) the threshold transmission distance for all the nodes, node \( j \) is said to be the neighbor of node \( i \) if and only if:
\[ P_i = \{ j : d_{ij} \leq d_{tr} \} \] (5)

### 3.3. Set of Neighbors of the Sink

As the location of the sink \( b \) is \((x_b, y_b)\), therefore the distance from the node \( i \) to the sink \( b \) is:
\[ d_{ij} = \sqrt{(x_b - x_i)^2 + (y_b - y_i)^2} \] (6)

Thus we can evaluate the set of neighbors for the sink \( b \) by the following equation:
\[ P_b = \{ i : d_{bi} \leq d_t \} \] (7)

### 3.4. Calculation of Hop-Count

The hop count, \( h_{c,i} \), of node \( i \) is calculated using the following formula where hop count distance is expressed as \( d_t \):
\[ h_{c,i} = \left\{ \begin{array}{ll}
[h_{f,i}], & \text{if } h_{f,i} \neq 0; \\
1, & \text{if } h_{f,i} = 0;
\end{array} \right. \] (8)

The \( h_{f,i} \) in the above equation can be written as follows where \( d_t \) is the hop count distance:
\[ h_{f,i} = \frac{d_{bi}}{d_t} \] (9)

### 3.5. Finding the Optimal Link

In order to find the optimal link for each node to the sink, the concept introduced in Minimum Transmission Energy (MTE) routing [25] has been used, and the link \( L_i \) for the node \( i \) is given by:
\[ L_i = \{ i, j : h_{c,j} = n; n \text{ is an integer; and } 1 \leq n \leq h_{c,i} - 1 \} \] (10)

### 3.6 Energy Consumption of Each Link

As in a link, the first node consumes energy on transmission only and other nodes consume energy for both transmission and reception, so energy consumption of each link is:
\[ E_{L_i} = h_{c,i} \ast (h_{c,i} - 1) \ast E_{R,X} \] (11)

### 3.7 Energy Consumption of Each Node

According to Eq. (12), if a node is used to receive \((n-1)\) times, it should transmit \( n \) times. Hence the energy consumption of each node is:
\[ E_{L_i} = h_{c,i} \ast (h_{c,i} - 1) \ast E_{R,X} \] (12)

But if a relay node transmits \( n \) times it also receives \( n \) times. So the energy consumption of each relay node is given by:
\[ E_{tot-1} = n \ast E_{T,X} + n \ast E_{R,X} \] (13)

### 3.8 Lifetime of node \( i \)

The lifetime \( l_i(k) \) of node \( i \) at \( k \)-th particle is expressed by:
\[ l_i(k) = \frac{E_{init-i(k)}}{E_{tot-i(k)}} \] (14)

### 3.9. Fitness Function

The fitness function for each particle has been used as:
fitness \( (k) = \min \{ l_{i(k)} \} \) \hspace{1cm} (15)

4. Simulation of Results

Once the sensor nodes are deployed, it is often infeasible or undesirable to recharge sensor nodes or replace their batteries. Thus energy conservation becomes crucial for sustaining a sufficiently long network lifetime. So the basic aim behind the design of WSNs is to sustain the network for the required mission. There are normally, in practical systems, certain decisions taken at each layer to improve the network lifetime. In the physical layer, an optimal sink location can greatly improve the sensor network’s lifetime.

For a dynamic network this might not be easy or feasible, but for a fixed network the use of a proper design algorithm accurately locating the sink can help save energy. When in active mode, a sensor can carry out its full operations, such as sensing, computation and communication. To maintain those operations, sensors need to consume a relatively large amount of energy. In contrast, a sensor in sleep mode uses only a small amount of energy and can be awoken in a scheduled working interval for full operations. When a subset of sensors in the area can already cover the target area completely, the other sensors can be scheduled to be in sleep mode to save energy; thus, if the number of subsets is maximized, the lifetime of the WSN is prolonged.

We evaluate the performance of our proposed scheme. The required parameters and their values are listed in Table 1. Figure 2 shows the further improvement of the network lifetime as compared to the recent work that was done by Thomas et. al. [26] using the proposed scheme for any cast routing. This Figure depicts that a network lifetime of about 32% has been increased. The optimal location of the sink is shown in Figure 3 using a circular point. Figure 4 shows the variation of the lifetime with respect to the size of the area over which the nodes are uniformly distributed. From this Figure we can see that if a fixed amount of sensor nodes are uniformly distributed over a larger area, the lifetime of the network decreases. This is because the distance between the nodes increases and thus more energy is spent in transmitting the same amount of data.

Figure 5 and Figure 6 show the changes in the optimal sink location as the size of the area is varied. In Figure 2, we have compared the lifetime when the number of sensor nodes is decreased from 676 to 484 and 196 relay nodes are also used. In the network model it is assumed that in its turn, a sensor node always has some data to send. Moreover, the length of the data is fixed. Now when the number of sensor nodes is decreased, at a given period of time the total data sent to the sink is also decreased, which means the data traffic is decreased. In the first case, when only sensor nodes are used without any relay node, the lifetime is measured until the first sensor node is drained of its energy, because when a single sensor node dies, it can damage a complete link to the sink. But in the second case, relay nodes are considered and they are responsible for transferring the data to the sink, and therefore a single sensor node cannot damage a complete data link. So the lifetime and the best position of the sink are located with respect to those relay nodes and thus an improved network lifetime is achieved.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terrain</td>
<td>1000 m x 1000 m</td>
</tr>
<tr>
<td>No. of sensor nodes, ( N )</td>
<td>676</td>
</tr>
<tr>
<td>No. of relay nodes, ( N_r )</td>
<td>256</td>
</tr>
<tr>
<td>Node distribution</td>
<td>Uniform square grid</td>
</tr>
<tr>
<td>Hop count distance, ( d_t )</td>
<td>61 m</td>
</tr>
<tr>
<td>Transmission radius, ( d_{tr} )</td>
<td>91.5 m</td>
</tr>
<tr>
<td>Parameter</td>
<td>Value</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Interference range, $I$</td>
<td>183 m</td>
</tr>
<tr>
<td>Propagation model</td>
<td>Free space</td>
</tr>
<tr>
<td>Initial energy, $E_{\text{init}_I}$</td>
<td>2 J</td>
</tr>
<tr>
<td>Energy consumed by radio electronics, $E_{\text{elec}}$</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>Energy consumed by power amplifier, $E_{Fs}$</td>
<td>10 pJ/bit–1 m$^{-2}$</td>
</tr>
<tr>
<td>Energy consumed by power amplifier, $E_{Tr}$</td>
<td>0.0013 pJ/bit–1 m$^{-4}$</td>
</tr>
<tr>
<td>Data rate</td>
<td>512 Kbps</td>
</tr>
<tr>
<td>Data generated by each node</td>
<td>1000 bit</td>
</tr>
<tr>
<td>Order of system, $p$</td>
<td>2</td>
</tr>
<tr>
<td>Particle number, $n$</td>
<td>20</td>
</tr>
<tr>
<td>Maximum iteration, $m$</td>
<td>800</td>
</tr>
<tr>
<td>Learning factors, $c1, c2$</td>
<td>1.5 each</td>
</tr>
<tr>
<td>Inertia weight, $w$</td>
<td>0.1 - 1.2</td>
</tr>
<tr>
<td>Upper bound</td>
<td>1000 m (x and y axes both)</td>
</tr>
<tr>
<td>Lower bound</td>
<td>0 (x and y axes both)</td>
</tr>
</tbody>
</table>

Figure 2. Lifetime Comparison

Figure 3. Optimal Sink Location (area = 1000 m×1000 m)
Figure 4. Lifetime Comparison with Respect To the Size of the Area

Figure 5. Optimal Sink Location (area = 500 m×500m)

Figure 6. Optimal Sink Location (area = 2000 m×2000m)
5. Conclusion

This paper presents a simple scheme for improving the network lifetime without compromising any of the severe requirements of wireless sensor networks. By utilizing relay nodes, the network is able to work for a longer lifetime. In order to utilize renewable-energy resources efficiently and economically, one optimum sizing method is developed in this paper based on a Biogeography-Based Optimization (BBO), which has the ability to attain the global optimum with relative computational simplicity compared to the conventional optimization methods.

The BBO algorithm optimizes the size and the operation strategy for a simple daily load. A scheme is proposed where relay nodes are used to collect data from the sensor nodes to pass them to the sink. We have calculated the required number of relay nodes to maintain the network connectivity successfully and then investigated their effect on network lifetime. The optimal location of the sink is determined with respect to those relay nodes with the help of the biogeography-based optimization technique. Experimental results show that the combination of the optimal location of the sink and relay nodes improves the network lifetime significantly. The BBO algorithm is able to optimize small as well as large lifetime systems. Therefore, this scheme can be used for designing a wireless sensor network with a longer lifetime.
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