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Abstract

In Cognitive Radio Networks, selection of primary users (PUs) is an important process for achieving optimal performance during a session. The selection process of PU is limited due to the strict boundaries between layers that are enforced in Open System Interconnection (OSI) model which prevent the coordination, interaction and data transfer between the layers. To overcome such limitations, cross layer optimization is proposed where different operating parameters such as transmission power, packet length, bandwidth etc. across the OSI layers of a device are optimized. In this paper Particle Swarm Optimization (PSO) algorithm is proposed to optimize different operating parameters with the objective to optimize throughput, power consumption, interference, Bit Error Rate and spectral efficiency for a set of PUs across the physical, network and Media Access Control (MAC) layer in OSI model. The fitness values of these objective functions in different modes and channels are investigated using MATLAB and the results shows that PSO is 70% faster than the Genetic Algorithm in terms of convergence rate. Finally paper proposes that PSO based algorithm is an efficient, reliable and fast technique for primary user selection in cognitive radios.
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1. Introduction

Cognitive Radio Network (CRN) is a smart wireless network which senses the surrounding radio environment and adapt its operating parameters for efficient utilization of available radio spectrum. CRNs are used for improving the quality of wireless applications and achieving better radio bandwidth utilization. Well-designed multi-hop CRN provides high bandwidth efficiency by using Dynamic Spectrum Access (DSA) technologies as well as it provides extended coverage and ubiquitous connectivity for the wireless end users [1]. CR automatically detects available channels in a wireless spectrum and the transmission parameters are changed to allow more simultaneous communications.

Cognitive Radios (CRs) have been presented as the new communication paradigm for wireless systems utilizing the existing spectrum opportunistically [2, 3]. CR senses the surrounding radio spectrum to find the free spectrum and this free spectrum is simply used by CR without causing interference to the licensed users. The challenge of the CR is that a large portion of data is manipulated when it is changing the various parameters to adapt the environment [4]. The licensed user is known as Primary user (PU) who can access the spectrum at any time. The spectrum can be used by the secondary user (SU) when it is idle and it is not used by PU. When PU wants to access the channel, SU must vacate that channel and the process requires large set of overheads. However, CRN imposes increasing complexity of network architecture, high cost of configuring and managing large-scale
networks, fluctuating nature of the available spectrum, diverse QoS requirements of various applications, and the intensifying difficulties of centralized control [5]. These challenges are generated when there is lack of interaction between the layers due to strict boundaries between the layers in Open System Interconnection (OSI) model of a system. Hence to overcome these problems cross layer optimization is explored in which main motive is to optimize different objective functions of the cross layer viz. maximizing throughput, minimizing Bit Error Rate (BER), minimizing power consumption, maximizing spectral efficiency and minimizing the interference. In this paper cross layer optimization (CLO) is considered as an evolutionary process where after every iteration the process is yielding a better PU.

Several optimization algorithms are referred in literature for deploying optimization techniques such as Artificial Immune Algorithm (AIA)[6], Evolution Strategy (ES)[7], Differential Evolution (DE)[9], Genetic Algorithm (GA)[8], Evolution Programming (EP)[10], Bacteria Foraging Optimization (BFO)[11], etc. Among all, GA works on the principle of the Darwinian theory of evolution of the living organisms [8]. ES is based on the hypothesis that during the biological evolution the laws of heredity have been developed for fastest phylogenetic adaptation [7]. ES imitates in contrast to the GA, the effects of genetic procedures on the phenotype. EP also simulates the phenomenon of natural evolution at phenotype level [10]. DE is similar to GA with specialized crossover and selection method [9]. BFO is inspired by the social foraging behavior of Escherichia coli [11]. AIA works on the immune system of the human being [6]. Ant Colony Optimization (ACO)[12] works on the principle of foraging behavior of an ant for the food and Artificial Bee Colony (ABC) algorithm works on the principle of foraging behavior of a honey bee (Karaboga, 2005; Basturk & Karaboga, 2006; Karaboga & Basturk, 2008).

All the evolutionary based algorithms are probabilistic algorithms and require common controlling parameters like population size, number of generations, elite size, etc. For example, GA uses crossover rate and mutation rate. The improper tuning of algorithm-specific parameters either increases the computational efforts or yields the local optimal solutions [13]. In 1995, Kennedy and Eberhart introduced an idea of evolutionary computation technique inspired by swarm intelligence such as fish schooling, bird flocking and even human social behavior known as Particle Swarm Optimization (PSO). PSO is a Nature inspired population based algorithm which simulates different natural phenomena to solve a wide range of problems. In the swarm optimization technique the random solutions of the fitness functions are known as population. The individual objective functions in the population are known as particles. The new velocity is based on the previous velocity (its personal best position and the global best position) and the position of each particle is updated by a new velocity. The PSO has a memory which is based on the updated value of the velocity of each particle in every iteration so that the information of good solutions is reserved by all individuals [14]. Furthermore, the PSO has constructive cooperation between individuals so that individuals in the population share information between them [15]. In proposed approach PSO is utilized to represent the following multiple design variables of CLO shown in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Nomenclature of PSO and CLO Design Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PSO variables</strong></td>
</tr>
<tr>
<td>Particles</td>
</tr>
<tr>
<td>Random solutions</td>
</tr>
<tr>
<td>Population</td>
</tr>
</tbody>
</table>
A set of Multiple Objective Decision (MOD) functions is used to generate the set of PUs which denotes the population size in PSO. The best fitness value (F.V.) of the MOD function corresponds to the best PU selected by the SU.

The rest of the paper is organized as follows: Section 2 presents an analytical framework for CLO. Section 3 proposes PSO based decision algorithm based on the MOD function. Important modelling and simulation parameters are discussed in section 4 followed by results and performance analysis. Finally conclusion is presented followed by future scope of work and references.

2. Cross Layer Optimization

OSI model is a standard description for data transmission between the nodes in the network. The core idea in OSI model is that the communication process between two nodes is divided into layers, where each layer has its own set of special and related functions. These functions are executed by exchanging data with the adjacent layers only. These strict boundaries increase the Round Trip Time (RTT), overheads and overall system delay which degrade the QOS (Quality of Service) of the wireless system. Therefore, to overcome this performance degradation, CLO is used which reduces the effect of strict boundaries between the layers and enable the transmission and exchange of the data between the non-adjacent layers also. In CLO approach different objective functions (such as maximizing throughput, minimizing transmission power, minimizing BER etc.) of different layers (physical layer, MAC layer, network layer) are optimized with the help of operating parameters such as code rate, symbol rate, packet length, modulation scheme, bandwidth etc. Here, Table 2 is showing the relationship of different operating parameters to the different layers of an OSI model.

<table>
<thead>
<tr>
<th>OSI Layers</th>
<th>Operating parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network Layer</td>
<td>Packet Length L, Bandwidth, Time Division</td>
</tr>
<tr>
<td></td>
<td>Duplexing (T_{td})</td>
</tr>
<tr>
<td>Data Link Layer</td>
<td>Code Rate R_c, Bit rate R_b, Symbol Rate R_s</td>
</tr>
<tr>
<td>Physical Layer</td>
<td>Transmit power P_c, Modulation scheme</td>
</tr>
</tbody>
</table>

These are the transmission parameters used in the proposed approach. One important thing of this algorithm is that the ratio of bit rate to code rate \( \frac{R_b}{R_c} \) must not exceed its maximum channel capacity, according to Shannon’s theorem \[16\] as shown in equation (1)

\[
\frac{R_b}{R_c} \leq B_{ch} \log_2(1 + SNR)
\]

Where ‘\( R_b \)’ is the bit rate, ‘\( R_c \)’ is the code rate, SNR is the signal to noise ratio and ‘\( B_{ch} \)’ is the bandwidth of the channel. The MOD function \( f_{modf} \) based on PSO in CLO for the selection of PU is defined as follows

\[
f_{modf} = f(f_{min\_ber} , f_{max\_thr} , f_{min\_pow} , f_{min\_interference} , f_{max\_speecff})
\]

Where objective function \( f_{min\_ber} \) is representing minimization of Bit Error Rate, \( f_{max\_thr} \) is maximization of throughput, \( f_{min\_pow} \) is representing minimization of power consumption,
is the minimum interference and is the maximization of spectral efficiency used by the primary user. In weighted sum approach the Multi Objective Decision (MOD) function is written as equation (3)

\[ f_{modf} = \sum_{i=1}^{5} w_i * f_i \]  \hspace{2cm} (3)

Where \( w_i \) is presenting different weights assigned for different objective functions and \( \sum w_i = 1 \). And these different objective functions are used for optimizing the cross layer of an OSI model which are described as follows:

### 4.1 Minimizing Bit Error Rate

To obtain an error free signal or minimization of BER [17] is one of the most common goals of the communication system. BER depends on several parameters such as transmission power, modulation type, modulation index, bandwidth, noise power and signal power. The channel type and the modulation index are also important factors on which BER depends. Other important factors for the calculation of BER are energy per bit (\( E_b \)) and noise spectral density (\( N_0 \)). If \( S \) is the signal power, \( R_s \) is the symbol rate and \( m \) is the modulation index (number of bits in each symbol) then energy per bit is calculated as in equation (4)

\[ E_b = \frac{s}{R_s * m} \text{ (W/b)} \]  \hspace{2cm} (4)

The noise spectral density is the noise per hertz and it is calculated by using Boltzmann’s constant as in equation (5)

\[ N_0 = K_b * T \text{ (J)} \]  \hspace{2cm} (5)

\[ N = N_0 * B \text{ (WHz)} \]  \hspace{2cm} (6)

Where \( K_b \) is the Boltzmann’s constant (1.38 x 10^{-23} J/K), \( T \) is the noise temperature of the system, \( B \) is the bandwidth of the channel and \( N \) is the total noise power.

For measuring the BER it is required to calculate the ratio of \( E_b/N_0 \) which is calculated by using equation (7)

\[ \frac{E_b}{N_0} = \mu = 10 \log_{10} \left( \frac{S}{R_s * m + N_0} \right) \]  \hspace{2cm} (7)

The probability of bit error (\( P_{ber} \)) for M-ary QAM is calculated as follows [17]

\[ P_{ber} = \left( \frac{4}{\log_2(m)} \right) \left( 1 - \frac{1}{\sqrt{m}} \right) Q \left( \frac{3 \log_2(m)}{m-1} \mu \right) \]  \hspace{2cm} (8)

Now the objective function which is used to calculate the minimum BER, is defined as in equation (9)

\[ f_{min_{ber}} = 1 - \frac{\log_{10}(0.5) - \log_{10}(P_{ber})}{\log_{10}(0.5) - \log_{10}(10^{-6})} \]  \hspace{2cm} (9)
4.2 Maximum Throughput

Average rate of successful message delivery over a communication channel is known as maximum throughput. Throughput is the good output or the useful information received at the receiver. Maximum throughput is very useful in variety of applications such as data and video streaming. For this objective it is required to calculate fitness score of ideal transmission environment. The operating parameters on which throughput depends are: coding rate, modulation index, percent of transmission time, bandwidth in use and frame size. For determining the throughput, calculation of the probability of packet success rate is important. The probability of packet success rate is defined in equation (10)

\[ P_{psr} = 1 - (1 - P_{BER})^{(L+O)} \]  

(10)

Where ‘\( L \)’ is the frame length size in bytes. Equation (11) shows the derived equation that gives the relationship among framesize, \( P_{psr} \) and objective function throughput \( f_{thrp} \) [18]

\[ f_{max\_thr} = m * R_s * \frac{L}{L+O+H} * P_{psr} = R_b * \frac{L}{L+O+H} * P_{psr} \]  

(11)

Where ‘\( R_b \)’ is the bit rate of the system in bits per second, ‘\( H \)’ is the Internet Protocol (IP) and MAC layer overhead and ‘\( O \)’ is representing the physical layer overhead. The throughput function can be also calculated by using block coding and time division duplex \( (T_{dd}) \) parameters which is shown by equation (12)

\[ f_{max\_thr} = R_t * T_{dd} * \frac{L}{L+O+H} * P_{psr} \]  

(12)

4.3 Minimum Power Consumption

Transmission power control is an important factor to improve the energy efficiency in CRNs. There are several factors which are responsible for power consumption in CRNs such as bandwidth \( (B) \), modulation type \( (m) \), time division duplexing \( (T_{dd}) \), and the most common factor is transmission power. The first objective function which is required for minimization of power consumption, depends on bandwidth and the transmission power. This first objective function ‘\( f_x \)’ is defined as follows

\[ f_x = \frac{(P_{max}+B_{max})-(P_{max}+B)}{(P_{max}+B_{max})} \]  

(13)

The power consumption also depends on complexity of the system and complexity depends on the modulation index or the number of bits per symbol. So the second objective function for minimization of power consumption is given as equation (14)

\[ f_2 = \frac{\log_2(m_{max}) - \log_2(m)}{\log_2(m_{max})} \]  

(14)

By increasing the symbol rate the sampling rate can be also increased which increases the processing required in a linear way. The third objective function related to symbol rate is given as equation (15)

\[ f_3 = \frac{R_{s\ max}-R_s}{R_s} \]  

(15)
The total objective function for power consumption which depends on the values of $f_x, f_y$ and $f_z$ is given as equation (16)

$$f_{\text{min pow}} = 1 - [a_1 * f_x + a_2 * f_y + a_3 * f_z]$$  \hspace{1cm} (16)

Here, $\sum a_j = 1$

Where $a_1, a_2$ and $a_3$ are the weighting factors for different conditions. The selection of these parameters for simulation is presented in ‘results and discussion’ section. The values of $a_1, a_2$ and $a_3$ for different modes are described according to the Table 3:

**Table 3. Values of $a_1, a_2$ and $a_3$ for Different Modes**

<table>
<thead>
<tr>
<th>Modes</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low power mode</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Emergency mode</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>DSA mode</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Multimedia mode</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
</tr>
</tbody>
</table>

4.4 Minimum Spectral Interference

Interference hinders capacity and coverage of the communication systems and limits the effectiveness and the performance of both the new and existing systems together [19]. In CRNs number one enemy of the system designer and the service provider is the spectral interference. In the frequency bands used in CRNs the interference should be minimum. The spectral interference depends on the transmission power, bandwidth and time division multiplexing [20]. Ideally for calculating total interference it is required to integrate over total bandwidth on which the signal is transmitted for calculating the total power of overlapping transmission. In this paper uniform power transmission is assumed over the transmission bandwidth and the interference is calculated according to equation (17)

$$f_{\text{interference}} = \frac{P * B}{B_{\text{max}} * 100}$$  \hspace{1cm} (17)

Objective of this paper is to decrease the interference produced in the spectrum for a given bandwidth. The normalized value of the interference in addition to $T_{dd}$ parameter is calculated by equation (18):

$$f_{\text{min interference}} = 1 - \frac{(P * B + T_{dd}) - (P * B)}{P_{\text{max}} * B_{\text{max}} * 100}$$  \hspace{1cm} (18)
4.5 Maximum Spectral Efficiency

Spectral Efficiency tells about how efficiently the spectrum or band of allotted frequency is being utilized by the physical layer protocol or the MAC layer protocol. Spectral efficiency is the rate of maximum information that can be transmitted over a given bandwidth in a specific communication system. Objective of this paper is directly related with the bandwidth and the information being transmitted. Total amount of information being transmitted also depends on the symbol rate and modulation index. The normalized objective function for calculating the spectral efficiency is given as equation (19)

\[ f_{\text{max, specff}} = \frac{m R_s + B_{\text{min}}}{B + m_{\text{max}} R_s_{\text{max}}} \]  

In proposed algorithm the weighted sum approach is used. One aggregate multiple objective function is obtained from the number of single objective functions by using weighted sum approach. Equation (20) shows the relationship between MOD function to the single objective functions by using weighted sum approach as follows

\[ f_{\text{modf}} = w_1 f_{\text{min ber}} + w_2 f_{\text{max the}} + w_3 f_{\text{min pow}} + w_4 f_{\text{min interfer}} + w_5 f_{\text{max specff}} \]  

The MOD function depends on the values of weights. The values of weights for different modes has been defined in the results and discussion section.

3. Proposed Modified PSO Algorithm

Optimization involves mathematical technique which is used to make a system or design as effective and functional as possible. In this paper PSO algorithm is used to optimize the different objective functions with respect to their fitness values. PSO is an evolutionary optimization technique proposed by Kenneth and Eberhart [21]. Its development is based on observations of the social behavior of animals such as bird flocking, fish schooling, and swarm theory [21, 22]. The initialization of PSO is done with the population of random solutions of the fitness function. The individuals \( y_k \) (\( k = 1,2, \ldots, m \)) in the population are known as particles. The PSO is an iterative method based on the search behavior of a swarm of ‘m’ particles in a multidimensional search space [22]. The velocity \( u_k \) (\( k = 1,2, \ldots, m \)) and the position \( y_k \) (\( k = 1,2, \ldots, m \)) of each particle are updated in every iteration. \( y_{k \text{pbest}} \) and \( y_{g \text{best}} \) are the personal best position and global best position of particles among all particles respectively which are updated according to the fitness values of the updated individuals. The PSO searches its global optimum solution by modifying the path of each particle in the direction of its personal best position and the global best position. Based on the above theory, the procedure of the PSO algorithm is described as follows:

**Step 1.** Start the PSO and set values of constant.
Set the number of iterations (\( \text{iter} \)), individuals (\( m \)) and the constants for the PSO (\( c_1 \), \( c_2 \) and \( w \)), where ‘\( m \)’ is the total number of design parameters used in optimization of objective function, \( c_1 \) and \( c_2 \) are set to constant values and \( w \) is inertia weight which controls the updated value of new velocity from previous velocity.

**Step 2.** Generate initial positions of particles ‘\( y_k \)’ randomly where \( k = 1,2, \ldots, m \) in the population. In CLO initial positions of particles are indicating the initial values of objective functions calculating by using different design parameters and the population
is indicating the set of values of different objective functions defined for optimization of cross layer.

**Step 3.** Generate initial velocity vectors $u_k, k = 1, 2, ..., m$ of the particles randomly, these velocity vectors are uniformly generated random numbers.

**Step 4.** Compute the F.V. of particles and set initial $y_{k\text{pbest}}$ and $y_{gbest}$ for the initial population where $y_{k\text{pbest}}$ and $y_{gbest}$ are the local best value and the global best values of the objective functions respectively in each iteration.

(i) Set $y_{k\text{pbest}} = y_k, k = 1, 2, ..., m$.

(ii) The index $d$ of the particle with the best fitness value is calculated by

$$d = \arg\max_{k=1}^m f(y_{k\text{pbest}}).$$ (21)

Where $f(y_{k\text{pbest}})$ represents the F.V. of $y_{k\text{pbest}}$. Then, set $y_{gbest} = y_{k\text{pbest}}$.

**Step 5.** Set $g = 1$ and $\text{ind} = d$, where $g$ is showing the iteration number and $\text{ind}$ is showing the index.

**Step 6.** Update $y_{k\text{pbest}}$ and $y_{gbest}$: $y_{k\text{pbest}}$ and $y_{gbest}$ values are updated by doing the comparison of local best values with the previous local best values and the previous global best values of the objective functions.

(i) Update $y_{k\text{pbest}}$:

If $f(y_k) > f(y_{k\text{pbest}}), k \in \{1, 2, 3, ..., m\}$, then set $y_{k\text{pbest}} = y_k$.

(ii) Update $y_{gbest}$ as follows

If $f(y_{k\text{pbest}}) > f(y_{gbest}), l \in \{1, 2, 3, ..., m\}$, then set $y_{gbest} = y_{k\text{pbest}}$.

**Step 7.** Find the index of $f(y_k)$ by using equation (21) and if $f(y_k) > f(y_{gbest})$, update the index.

**Step 8.** In this step the velocity vector $u_k$ and the position vector $y_k$ of each particle are updated.

(i) Update the velocity vector:

$$u_k = u_k + c_1 \cdot \text{rand}() \cdot (y_{k\text{pbest}} - y_k) + c_2 \cdot \text{rand}() \cdot (y_{gbest} - y_k).$$

Where $k = 1, 2, ..., m$ and $\text{rand}()$ is a uniformly distributed random number between 0 and 1.

(ii) Update the position vectors:

$$y_k = y_k + u_k, k = 1, 2, ..., m.$$ 

**Step 9.** Decrease the velocity vector:

$$u_k = u_k \cdot w, k = 1, 2, ..., m,$$

where $w$ is the value of inertia weight in between 0 and 1.

**Step 10.** Update the value of $g$.

$g = g + 1$, if $g < \text{iter}$ then go to Step 6.

**Step 11.** Now the global best position $y_{gbest}$ having the best F.V. $f(y_{gbest})$ is obtained with selection of best PU.

4. Results and Discussion

The proposed Cross layer optimization for the selection of primary users based on PSO algorithm is modelled and different design variables for aforesaid objective functions are
simulated. For simulation MATLAB 2012 tool is used with processor speed of 2.30 GHz. The different objective functions are confined as per following design constraints:

4.1 Modelling Parameters

With reference to PSO based CLO algorithm for PU selection following are the modelling parameters:

1) In this paper PU could be any wireless node in the vicinity of SU i.e., it may be base station of GSM (Global System for Mobile)/CDMA (Code Division Multiple Access), access point of WLAN (Wireless Local Area Network), mobile node of MANET (Mobile Ad hoc Network) etc. Hence number of PU for simulation is taken 100.

2) The objective functions of 100 users are considered as the particles for PSO algorithm and the optimized fitness values are calculated for 100 iterations for every objective functions.

3) Range of transmission power $P$ is considered from -8 dBm to 26 dBm with step size 1 dBm. The range of this power is selected because it is in the specified range of transmitted power in the middle UNII (Unlicensed National Information Infrastructure) band for a given 1 MHz bandwidth.

4) In CLO $m$-ary QAM type modulation is considered and the limit of modulation index $m$ is 2 to 256.

5) The environmental parameters are: The noise floor is -85 dBm, Path Loss is 85 dB and the channel attenuation is between 0 and 1 and simulated channels type is AWGN [17].

6) Bandwidth $B$ of each channel is considered between 2 MHz to 32 MHz with step size of 1 MHz [23].

7) Packet length $L$ is taken from 94 bytes to 1504 bytes with channel code rate $R_c = [1/2, 2/3, 3/4, 4/5, 5/6, 6/7, 7/8]$ [24].

8) The symbol rate $R_s$ in this simulation varies from 125 Ksps to 1 Msps with step size of 125 Ksps.

9) The weighting factors $w_1, w_2, w_3, w_4$ and $w_5$ are obtained from Table 4 [25-28].

<table>
<thead>
<tr>
<th>Modes</th>
<th>$w_1$</th>
<th>$w_2$</th>
<th>$w_3$</th>
<th>$w_4$</th>
<th>$w_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Power mode</td>
<td>0.10</td>
<td>0.20</td>
<td>0.45</td>
<td>0.15</td>
<td>0.10</td>
</tr>
<tr>
<td>Emergency mode</td>
<td>0.50</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.20</td>
</tr>
<tr>
<td>DSA mode</td>
<td>0.10</td>
<td>0.20</td>
<td>0.10</td>
<td>0.50</td>
<td>0.10</td>
</tr>
<tr>
<td>Multimedia mode</td>
<td>0.15</td>
<td>0.50</td>
<td>0.10</td>
<td>0.15</td>
<td>0.10</td>
</tr>
</tbody>
</table>

4.2 Performance Analysis

Initially objective functions are optimized separately and later weighted sum of the objective functions is modelled as MOD function. Figure 1 is showing various forms of QAM (Quadrature Amplitude Modulation) viz. 16 QAM, 64 QAM, and 256 QAM.
It shows that as the modulation order of QAM increases the BER of PU decreases. When the modulation order is increased from 16 to 64, the F.V. for BER is reduced by 54% and when modulation order of QAM is increased from 64 to 256, the F.V. for BER is reduced by 50%. The Figure 2 shows the selection of PU when the priority is given to BER. This figure shows that 69th user is giving the optimum value of BER for 256 QAM after 27th iteration. If SU wants to select the PU on the basis of BER it can select 69th user as PU at 28th iteration. In Figure 2 from iteration 1 to 27 different PUs are giving optimized values of BER at different iterations hence it shows non-reliability from iteration 1 to 27 but reliability after 27th iteration.

Figure 3 shows optimized throughput for different number of channels. Figure 3 is showing that higher F.V. of throughput is obtained for higher number of channels and by using PSO the optimized value of throughput is obtained within the 40 iterations. The figure also shows that for 50 channels the Optimized value of the throughput is 0.64 and on increasing channels, the F.V. of throughput is increased by 6%. And for 150 channels the F.V. of the throughput is increased by 13%. This shows that for higher number of channels the throughput of the PU is
higher. On the basis of throughput the SU will select that PU which has the highest throughput among all PUs. The selection of PU is shown in Figure 4. In this figure the 26th PU is selected by SU after 37th iteration for 52 MHz bandwidth. The 26th PU is continuously giving optimized value for throughput after 36th iteration as shown in Figure 4.

Figure 5. Optimization of Power Consumption

Figure 6. Selection of PU for Minimum Power Consumption

Figure 5 shows optimization of power consumption in CR in 4 different modes viz. emergency mode, DSA mode, multimedia mode and low power mode. The F.V. for emergency mode is highest among all modes. The F.V. for multimedia mode is obtained 6% lower than the emergency mode and higher than the DSA mode and low power mode. And the F.V. of low power mode is lowest among all modes. The optimized values are dependent on $a_1, a_2$ and $a_3$ described in equation (16) and in Table 3. On the basis of these optimized values, PU is selected. Figure 6 is showing 90th PU is selected for minimum power consumption in multimedia mode after 37th iteration.

Figure 7. Optimization of Interference

Figure 8. Selection of PU for Minimum Interference
The relationship between the maximum value of power and the interference is shown in equation (18) where maximizing signal power reduces interference (inversely proportional). The interference is optimized for different values of signal power e.g., at 24 dBm the F.V. is 0.996 which further decreases when signal power is increased. Here, SU selects that PU which has minimum F.V. of interference for 52 MHz bandwidth. Figure 8 shows that 57th PU is selected by SU at 25th iteration. 57th PU is giving optimized value of interference after 24th iteration.

Figure 9. Optimization of Spectrum Efficiency

Figure 9 is shows the F.V. of spectral efficiency for different values of bandwidth. The Spectral efficiency defines the rate of information that can be transmitted over a given bandwidth. The maximum and minimum F.V. of spectrum efficiency is obtained at 30 MHz and 5 MHz bandwidth respectively. The Figure b10 is showing that 86th user is giving optimized value of spectral efficiency at 10th iteration. The optimized value of spectral efficacy has been calculated for 30 MHz bandwidth.

Figure 11. Cross Layer Optimization for Different Number of Channels

Figure 12. Selection of PU for Multimedia Multimedia Mode when 80 Channels are Used
Total F.V. of cross layer (20) is obtained for proposed PSO algorithm. Figure 11 is showing F.V. of CLO for different numbers of channels. The optimized value is obtained after 52\textsuperscript{nd} iteration irrespective of number of channels. Figure 12 presents PU selection when 80 channels are used. The objective functions are considered for multimedia mode. The weights are assigned to the objective functions according to the Table 4. Figure 12 is showing that 36\textsuperscript{th} PU is selected after 52\textsuperscript{nd} iteration i.e. if SU wants to select PU for multimedia mode then it selects 36\textsuperscript{th} PU at 53\textsuperscript{rd} iteration which is giving optimal value consistently.

Like any other optimization problem, the challenge of the proposed algorithm is to get a global optimal solution. The proposed algorithm is consistently giving a unique ‘PU-ID’ (optimal solution), which is claimed as nearly global optimal solution. Further the algorithm gives global optima much earlier as compared to other evolutionary technique like GA [8, 29]. The convergence rate to global optimal solution is 70% higher as compared to GA algorithm. Subsequently there is a proportionate reduction in overhead bits.

5. Future Scope of Work

The proposed algorithm in this paper may be extended to other advanced evolutionary optimization technique like Teaching Learning Based Optimization (TLBO) algorithm. PU/SU selection can be further explored for optimal resource allocation in emerging CRN.

6. Conclusions

In this paper different objective functions of cross layer (throughput, BER, power consumption, spectrum efficiency and interference) are optimized with the help of PSO algorithm. Which helps in optimization of cross layer in different modes as well as for different numbers of channels. By using the results in CRN the SU selects that PU which gives the best fitness value of objective functions and optimized value of cross layer and hence it optimizes the overall selection process.
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