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Abstract

With the increasing demand of multimedia applications, efficient and effective support of quality of service (QoS) has become more and more essential. A multicast communication creates a distribution tree structure, on which a multicast source sends a single copy of data to a group of receivers instead of sending a separate copy of the data to each receiver as in a unicast communication. In this paper, we study the bandwidth, delay, delay jitter, and packet loss ratio constrained least-cost multicast routing problem which is known to be NP-complete, and present an adaptive genetic simulated annealing algorithm (AGSAA) to solve the QoS multicast routing problem. The simulation results show that this algorithm has fast convergence and excellent cost performance.
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1. Introduction

As the technology and popularity of the Internet have grown, multicast based applications have pervasive presence and influence in wide-area networks. For example, multicast has been used to transport real-time audio and video for news, entertainment, and distance learning. For applications involving group communication, multicast is more efficient than unicast as a multicast source sends a single copy of data to a group of receivers instead of sending a separate copy of the data to each receiver as in a unicast communication.

With the high demand of fast and better quality of services (QoS), a number of rigid QoS criteria, such as delay, bandwidth, delay jitter, and packet loss ratio, have been considered. Multicast routing algorithms capable of satisfying the QoS requirements of real-time applications will be essential for the high-speed information networks. The main goal of
multicast routing algorithm is to minimize the communication resources used by the multicast session. This is achieved by minimizing the cost of the multicast tree, which is the sum of the costs of the links in the multicast tree.

The least-cost multicast routing problem is known to be NP-Complete. Most of the multicast routing algorithms use heuristic algorithms, such as the Kompella-Pasquale-Polyzos (KPP) heuristic [2], the Bounded Shortest Multicast Algorithm (BSMA) heuristic [3] and others. However, the simulation result has shown that most of the proposed heuristic algorithm either work too slowly or cannot compute QoS constrained multicast trees with low costs. Since deterministic heuristic algorithms for QoS constrained multicast routing are usually very slow, methods based on computational intelligence such as neural networks, genetic algorithms (GA) and ant colony optimization algorithms (ACO) have been proposed for solving the QoS multicast routing problem. In the field of computational intelligence, GA-based algorithms have emerged as powerful tools for solving NP-complete constrained optimization problems. Several GA-based algorithms [1] [4-12] have been proposed for solving the QoS multicast routing problem. Xiang et al. [1] have proposed a GA-based algorithm for QoS multicast routing in general case. This algorithm adopts the one-dimensional binary code as the encoding scheme of GA, but this encoding scheme makes the algorithm too complicate. Wang et al. [7] have proposed an efficient GA-based algorithm for delay-constrained least-cost multicast routing problem. They have used a tree data structure for genotype representation, but this algorithm is lack of local search ability.

Aiming to those shortage, this paper presents a new adaptive genetic simulated annealing algorithm (AGSAA) for QoS multicast routing. This algorithm combines GA and SA adequately. The SA has the character of probability-sudden-jump so as to be able to escape from the local optimum and approach the global minimum. The character of SA is used to avoid the premature convergence of GA. GA has the character of parallel processing and high convergence speed. The character of GA is used to avoid the lower convergence speed of SA [15].

2. Problem Description and Formulation

A network can be expressed as a weighted graph \( G = (V, E) \), where \( V \) is the set of nodes representing routers, \( E \) is the set of links that connect the routers. Let \( P_T(s, d_i) \) be the route from source node \( s \in V \) to destination node \( d_i \). \( T(s, M) \) is a multicast tree. \( M \in \{ V - \{s\} \} \) is destination nodes set in multicast tree.

Let \( R^+ \) be non-negative real numbers set. For each link \( e \in E \), five non-negative real value functions can be defined: cost function \( \text{Cost}(e): E \rightarrow R^+ \), delay function \( \text{Delay}(e): E \rightarrow R^+ \), bandwidth function \( \text{Bandwidth}(e): E \rightarrow R^+ \), delay jitter function \( \text{Delay jitter}(e): E \rightarrow R^+ \), packet loss ratio function \( \text{Packet loss}(e): E \rightarrow R^+ \).

The total cost of multicast tree \( T(s, M) \) is defined as the sum of the cost of all links in that tree and can be given by

\[
\text{cost}(T(s, M)) = \sum_{e \in T(s, M)} \text{Cost}(e)
\]  

\( P_T(s, d_i) \) is the routing path between source node \( s \) and destination node \( d_i \) of multicast tree \( T(s, M) \), which has following relations:
\[
\text{Delay}(P(s, d)) = \sum_{e \in P_T(s,d_i)} \text{Delay}(e)
\]  \hspace{1cm} (2)

\[
\text{Bandwidth}(P(s, d)) = \min_{e \in P_T(s,d_i)} \{ \text{Bandwidth}(e) \}
\]  \hspace{1cm} (3)

\[
\text{Packet_loss}(P(s, d)) = 1 - \prod_{e \in P_T(s,d_i)} [1 - \text{Packet_loss}(e)]
\]  \hspace{1cm} (4)

\[
\text{Delay_jitter}(P(s, d)) = \sum_{e \in P_T(s,d_i)} \text{Delay_jitter}(e)
\]  \hspace{1cm} (5)

The QoS multicast routing problem can be described as follows: Given network graph \(G\), a source node \(s\), a set of multicast destination nodes \(M\), and the delay constraint \(D_{\text{max}}\), delay jitter constraint \(D_{j_{\text{max}}}\), bandwidth constraint \(B_{\text{min}}\) and packet loss ratio constraint \(P_{L_{\text{max}}}\). The problem is defined as minimization of the cost function \(\text{cost}(T(s,M))\) subject to the following conditions [16]:

1. \(\text{Delay}(P_T(s,d_i)) \leq D_{\text{max}}\)
2. \(\text{Bandwidth}(P_T(s,d_i)) \geq B_{\text{min}}\)
3. \(\text{Delay_jitter}(P_T(s,d_i)) \leq D_{j_{\text{max}}}\)
4. \(\text{Packet_loss}(P_T(s,d_i)) \leq P_{L_{\text{max}}}\)

3. Genetic Algorithm

Genetic algorithm (GA) is a part of evolutionary computing. Genetic Algorithms were first proposed by Holland (1975) [22] and more recently reviewed and enhanced by Goldberg (1989) [23], Forrest (1993) [24] and many others. The genetic algorithm is an optimization technique derived from the principles of evolutionary theory. It has been applied to a myriad of optimization problems, such as the function optimization, traveling salesman problem, neural network optimization and others. It is also an efficient search method that has been used for path selection in networks.

An implementation of a genetic algorithm begins with a population of chromosomes (individuals). The evolution of individuals is based on the laws of natural selection and genetic information recombination within the population. A "fitness" value is assigned to each member of the population by a fitness function that gives a measure of the solution quality. The fitter chromosomes are then selected to produce offspring for the next generation in such a way that those chromosomes which represent a better solution to the target problem are given more chances to reproduce than those chromosomes which are poorer solutions.

The main operators of genetic algorithm are selection, crossover and mutation. The genetic operators give each individual the chance of optimization and ensure the evolutionary tendency with the selection mechanism of survival of the fittest. Crossover simply combines the symbol strings of two parents to form two new individuals with different chromosome string that inherits solution characteristics from both parents. However, crossover cannot produce information that doesn't already exist within the population. Mutation covers this
need by injecting new information in the produced chromosome string. The injection is done by randomly altering symbols of the chromosome [13].

4. Simulated Annealing Method

Simulated annealing algorithm (SA) is based on the annealing process in the physics of solids. It is observed that a metal body heated to high temperature cools slowly and tends to a state with the least internal energy. The goal is to bring the system, from an initial state, to a state with the minimum internal energy. SA regards the optimization problem as a physical system and the value of the objective function as its internal energy. With this analogy, annealing is the process of determining a solution with the least value of the objective function [14, 20]. The flowchart of the SA is shown in Figure 1.

![Figure 1. Flowchart of the Simulated Annealing Algorithm](image-url)
5. The Proposed AGSAA Algorithm

5.1. Pre-processing Phase

Firstly, we concern about the bandwidth constraint. We delete all the links, which their bandwidth are less than the minimum required bandwidth.

5.2. Initial Population

The creation of the initial population in this paper is based on Dijkstra $k$th shortest path algorithm.

For each destination node $d_i \in M$, we compute least-cost paths from $s$ to $d_i$ by using Dijkstra $k$th shortest path algorithm to construct a candidate paths set. Let $Q_i$ be the candidate paths set for destination node $d_i$:

$$Q_i = \{P_{i1}, \ldots, P_{i\ell}, \ldots, P_{ik}\}$$ \hspace{1cm} (6)

where $P_{ij}$ is the $j$th path for destination node $d_i$. In this paper, we select $k = 20$ in our experiments. For example, a topology of a multicast network is shown in Figure 2, and the cost of each link is defined. Node 1 is source node, and destination nodes set is $(4, 6, 7, 8)$. Table 1 shows the candidate paths set for destination node 7.

A multicast tree $T(s,M)$ is encoded as an array of $m = |M|$ elements, where each element is a path from source node $s$ to a destination node $d_i \in M$, i.e., $T(s,M) = \{p_1,p_2,\ldots,p_m\}$, where $p_i = p(s,d_i)$, $d_i \in M$, $p_i$ is a path selected from the candidate paths set of destination node $d_i$. The relation between chromosome, gene, and candidate paths set is shown in Figure 3.

![Figure 2. Topology of a Multicast Network](image_url)
Table 1. Example of Candidate-paths-set for Node 7

<table>
<thead>
<tr>
<th>Route number</th>
<th>Route list</th>
<th>Route cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(1,3,7)</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>(1,3,6,7)</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>(1,3,6,8,7)</td>
<td>5</td>
</tr>
<tr>
<td>...</td>
<td>(1,...,7)</td>
<td>...</td>
</tr>
<tr>
<td>k</td>
<td>(1,...,7)</td>
<td>...</td>
</tr>
</tbody>
</table>

Figure 3. Chromosome Structure

According to the feature of the candidate paths algorithm, we choose a path from every candidate paths set, and the chosen paths can form a multicast tree, which covers all the destination nodes in network. Therefore, we can use the multicast tree to describe the chromosome structure. This process must be called pop_size times to create an initial population, where pop_size is the size of population.

5.3. Fitness Function

In this paper, we define the fitness function for each individual, the multicast tree $T(s, M)$, using the penalty function, as follows:

$$f(T(s, M)) = f_c \times f_d \times f_{d_j} \times f_{pl}$$

(7)

$$f_c = \frac{\alpha}{\text{cost}(T(s, M))} = \frac{\alpha}{\sum_{e \in T(s, M)} \text{Cost}(e)}$$

(8)

$$f_d = \prod_{d_i \in M} \delta_d (\text{Delay}(p(s,d_i)) - D_{max})$$

(9)
\[ f_{d_j} = \prod_{d_i \in M} \delta_{d_j}(\text{Delay} \_ \text{jitter}(p(s, d_i)) - DJ_{\text{max}}) \]  
\[ f_{p_l} = \prod_{d_i \in M} \delta_{p_l}(\text{Packet} \_ \text{loss}(p(s, d_i)) - PL_{\text{max}}) \]

\[
\delta_d = \begin{cases} 
1, & T \leq 0 \\
r_d, & T > 0 
\end{cases} 
\]

\[
\delta_{d_j} = \begin{cases} 
1, & T \leq 0 \\
r_{d_j}, & T > 0 
\end{cases} 
\]

\[
\delta_{p_l} = \begin{cases} 
1, & T \leq 0 \\
r_{p_l}, & T > 0 
\end{cases} 
\]

where \( \alpha \) is a positive real coefficient, \( \delta(T) \) is the penalty function. When the individual satisfies the QoS constraint, its value is 1, or else \( r (0 < r < 1) \). The value of \( r \) determines the degree of penalty. In this algorithm, we select \( r_d = r_{d_j} = r_{p_l} = 0.5 \) in our simulation experiments.

### 5.4. Selection

Selection operation in this paper adopts roulette wheel selection method and best individual preservation strategy. The probability \( P_i \) that an individual is selected is given by:

\[
P_i = \frac{f(i)}{\sum_{i=1}^{N_{\text{pop}}} f(i)}
\]

where \( f(i) \) is the fitness value of the individual.

### 5.5 Crossover and Mutation Operation with Adaptive Probability

Crossover and mutation probability play an important role in GA, and directly affect the convergence of the algorithm. Therefore, the improved adaptive crossover and mutation probability is adopted in this paper [17] [19]. In the improved adaptive genetic algorithm, the crossover probability \( p_c \) and the mutation probability \( p_m \), are varied depending on the fitness values of the solutions. Crossover probability \( p_c \) and mutation probability \( p_m \), can be expressed as follows:

\[
p_c = \begin{cases} 
p_{c1} - \frac{(p_{c1} - p_{c2})(f' - f_{\text{avg}})}{f_{\text{max}} - f_{\text{avg}}} & f' \geq f_{\text{avg}} \\
p_{c1} & f' < f_{\text{avg}}
\end{cases}
\]
where \( f_{\text{avg}} \) is the average fitness function value in current generation population, \( f_{\text{max}} \) is the maximum fitness function value in current generation population, \( f' \) is the larger fitness function value in the two crossover individuals, and \( f \) is the fitness function value of the mutation individual.

In the improved adaptive genetic algorithm, low values of \( p_c \) and \( p_m \) are assigned to high fitness solutions, while low fitness solutions have very high values of \( p_c \) and \( p_m \). The adaptive crossover and mutation probability can not only improve the convergence rate of the GA, but also prevent the GA from getting stuck at a local optimum.

### 5.5.1 Crossover Operation

In this algorithm, two multicast trees, \( T_F(s,M) \) and \( T_M(s,M) \), are randomly selected as parents and the crossover operation produces an offspring \( T_O(s,M) \). The processing of crossover operation is shown as follows:

step 1  Randomly select two individuals from the population according to the crossover probability \( p_c \).

step 2  Select the path with higher value of fitness function between the parents for each destination node \( d_i \in M \) and copy them to the offspring \( T_O(s,M) \) directly.

step 3  This process is repeated \( \text{pop\_size} - 1 \) times, where \( \text{pop\_size} \) is the size of the initial population.

The pseudo code is shown as follow:

```plaintext
Procedure crossover (parent1, parent2)
{
    for i=1 to lengthchrom  // lengthchrom is length of chromosome
        if (parent1[i] > parent2[i])
            offspring[i] = parent1[i];
        else
            offspring[i] = parent2[i];
    return offspring;
}
```

In this paper the crossover operator selects the paths with higher value of fitness function between two parents for quicker convergence of the genetic algorithm.
5.5.2. Mutation operation: The mutation operation is performed according to the probability of mutation $p_m$. First, a mutation gene $g_i$ is selected randomly. Then, the gene $g_i$ is replaced with a new candidate path $p_i$, which is selected randomly from the candidate paths set of the destination node $d_i$.

5.6 Simulated Annealing Algorithm

In this paper, genetic algorithm and simulated annealing algorithm are combined to solve QoS multicast routing problem, where the cost function is just the objective function and the cost value just simulates the internal energy. Metropolis [20] was the first to propose an SA algorithm to simulate this process. SA algorithms approach optimization problems by randomly generating a neighboring solution, and then making successive random modifications.

A neighboring solution is created by parent and accepted with probability $p$ of the Metropolis criterion. The calculation formula of $p$ is

$$p(x_i \rightarrow x'_i) = \begin{cases} 
1 & f(x'_i) \geq f(x_i) \\
\exp \left(-\frac{\Delta f_{xix'_i}}{t_k} \right) & f(x'_i) < f(x_i)
\end{cases}$$

(18)

where, $\Delta f_{xix'_i} = f(x_i) - f(x'_i)$. $f(x_i)$ is the fitness value of current solution, $f(x'_i)$ is the fitness value of neighboring solution. When $f(x'_i) \geq f(x_i)$, namely, the neighboring solution is better than current solution, neighboring solution individual will be copied into the population of the next generation. When $f(x'_i) < f(x_i)$, the neighboring solution is accepted by probability $\exp \left(-\frac{\Delta f_{xix'_i}}{t_k} \right)$.

In an iteration, the procedure for generating and testing the neighboring solution is repeated for a specified number of trials. The last accepted neighboring solution is then taken as the starting population for genetic algorithm in the next generation. In the next generation, the temperature is reduced according to:

$$t_k = \alpha \times t_0$$

(19)

where $t_0$ is the initial temperature, $t_k$ is the temperature at the $kth$ iteration, and $\alpha$ is the temperature reduction factor. In this paper, we select $\alpha = 0.95$ in our experiments. The solution process of SA algorithm continues until the maximum number of iterations is reached or the optimum solution is found.

5.6.1. Initial Temperature and Initial Solution: The initial temperature $t_0$ should be large enough to accept all neighboring solutions with high probability and ensure excellent convergence. In this paper, we select $t_0 = 9000$. The population generated by mutation operation of genetic algorithm in the current generation is taken as the initial population of simulated annealing algorithm.
5.6.2. Creating of Neighboring Solution: For each individual, a gene \( g_i \) is selected randomly. Then, the gene \( g_i \) is replaced with a new path \( p_i \), which is selected randomly from the candidate paths set \( Q_i \) of the destination node \( d_i \) (i.e. \( Q_i = \{p_i^1, ..., p_i^j, ..., p_i^k\} \)). Then this new tree is the neighboring solution. The process of creating a neighboring solution is shown in Figure 4.

The flowchart of proposed algorithm AGSAA is shown in Figure 5.

6. Simulations and Discussions

In this section, we have used the simulation results to compare the performance of the proposed AGSAA algorithm with the Wang-GA-based-algorithm [7].

The experimental simulations are achieved by MATLAB 7.11.0 to implement both algorithms. All simulation experiments are run on a personal computer (Intel Core i7 Processor (3.4GHz), 8.00GB RAM). The network topology is created by Salama graph generator in this experiment [18]. The average degree of each node in the random generated graphs is 4. The degree is close to the average node degree of current networks. The multicast group is randomly selected in the graph. The numbers of network nodes are 20, 40, 60, 80 and 100 nodes respectively, and the size of multicast group is 5.

In this simulation the following parameter settings are achieved: maximum number of generations \( max\_generation = 300 \), size of population \( pop\_size = 60 \), crossover probability \( p_c1 = 0.9, p_c2 = 0.6 \), mutation probability \( p_{m1} = 0.1, p_{m2} = 0.001 \), initial temperature \( t_0 = 9000 \), temperature reduction factor \( \alpha = 0.95 \). Dijkstra \( k\text{th} \) shortest path algorithm was designed to automatically generate the shortest 20 paths for each destination node.

The least-cost QoS multicast routing problem is known to be NP-complete. For a large-scale network, it is time-consuming to obtain the optimal solution to the least-cost QoS multicast routing problem. This problem can be overcome by setting an appropriate iteration time of the genetic algorithm. In this way, we can obtain a near global optimal solution within a reasonable time limit.
Figure 5. Flowchart of AGSAA
Figure 6. Comparison of Least Tree Cost in 20 Nodes Network

Figure 7. Comparison of Least Tree Cost in 40 Nodes Network
Figure 8. Comparison of Least Tree Cost in 60 Nodes Network

Figure 9. Comparison of Least Tree Cost in 80 Nodes Network
Figure 10. Comparison of Least Tree Cost in 100 Nodes Network

Figure 11. Average Iteration Times of Reaching the Minimum Multicast Tree Cost in Different Networks
The experiments mainly test the convergence ability, the convergence speed, and the least-cost of achieved solutions in each generation.

Figures 1, 2, 3, 4 and 5 show the least tree cost of our proposed AGSAA algorithm and Wang-GA-based algorithm versus iteration times in 20, 40, 60, 80 and 100 nodes networks respectively. These figures indicate that our proposed AGSAA algorithm can result in a smaller average tree cost than Wang-GA-based algorithm.

Figure 6 shows the average iteration times of reaching the minimum tree cost in 20, 40, 60, 80 and 100 nodes networks. This result indicates that the AGSAA provides a significant improvement for obtaining a global optimum solution or a near global optimum solution in early generation. This simulation result shows that this AGSAA algorithm has fast convergence speed.

7. Conclusion

Multicast is an essential technology for many real-time multimedia applications involving group communication. QoS multicast routing become one of important technique in network real-time information transmission. Least-cost QoS multicast routing algorithm will be essential for the high-speed information networks.

In this paper, a least-cost QoS multicast routing algorithm AGSAA that combined Genetic Algorithm (GA) and simulated annealing algorithm (SA) is proposed. Our proposed algorithm has main features as follows:

- Using pre-processing phase to delete all the links, which their bandwidth are less than the minimum required bandwidth.
- Candidate-paths-set encoding method based on Dijkstra kth shortest path algorithm is adopted in this paper, and the encoding and decoding operations in genetic algorithm are simplified.
- In GA, we use fitness function to evaluate each individual. In this paper, we define the fitness function using the penalty technique. A penalty method replaces a constrained optimization with an unconstrained one. The unconstrained problems are formed by adding a term to the fitness function that consists of a penalty parameter and a measure of violation of the constraints.
- Selection operation in this paper adopts roulette wheel selection method and best individual preservation strategy.
- The improved adaptive crossover and mutation probabilities are adopted in this paper, and the speed of convergence is improved.
- The method of crossover operation ensures that the excellent link gene can be saved in offspring.
- Metropolis criterion of SA is combined with, and the algorithm can escape from the local optimal solution. SA can avoid the premature convergence of GA, and the character of GA is used to avoid the lower convergence speed of SA.

Therefore, this AGSAA algorithm can not only escape from local optimum but also have high convergence speed and excellent convergence ability. The simulation results show that this AGSAA algorithm has fast convergence speed and good performance of cost than
Wang-GA-based algorithm. This algorithm is an effective solution to the least-cost QoS multicast routing problem.
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