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Abstract

In modern generation, the applications of MANET are increasing in use. But MANET are more vulnerable to many attacks because of their adhoc nature. The security issue is the main concern in the use of MANET application. Therefore, the selection of efficient methodologies and techniques to protect MANET is an important aspect. Detecting malicious nodes in an open adhoc network in which participating nodes have no previous security associations presents a number of challenges not faced by the traditional wired networks. Traffic monitoring in wired network is usually preferred at switches, routers and gateways, but adhoc network does not have these types of network elements where the Intrusion Detection System (IDS) can collect and analyze audit data for the entire network. This paper presents an approach for determining conditions under which critical nodes should be monitored. Here, we focus on the trigger mechanism for the invocation of critical node test for MANET Intrusion Detection system.
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1. Introduction

MANET presents a number of unique problems for Intrusion Detection System (IDS). Network traffic can be monitored on a wire segment, but adhoc nodes can only monitor network traffic within their observable radio range. A MANET is most likely not under a single administrative domain, making it difficult to perform any kind of centralized management or control.

In an adhoc network, malicious node may enter and leave the intermediate radio transmission range at random interval, may collude with other malicious nodes to disrupt network activity and avoid detection, or behave maliciously only intermittently, further complicating their detection. A node that sends out false routing information could be a compromised node, or merely a node that has a temporarily stale routing table due to volatile physical conditions. Packets may be dropped due to network congestion or because a malicious node is not faithfully executing a routing algorithm [1].

MANET with loose or no prior security associations are more difficult to diagnose than a MANET comprised of nodes from the same organization with strong security services. Establishing trust in an open adhoc network in which higher-level security services are unavailable can be hampered by the short lived presence of both collaborating and malicious nodes. In addition to having no previously established trust associations, nodes in an adhoc
network have little incentive for reciprocity to faithfully execute a routing protocol or provide a minimum level of service. Closed adhoc networks that support critical applications may not be able to tolerate the presence of malicious nodes; fortunately closed networks can more established prior trust associations for collaborative IDS[10][11][12]. The effectiveness of collaborative IDS also depends on the amount and trustworthiness of data that can be collected by each node.

Malicious nodes in sparsely populated networks can be more harmful than malicious nodes in a densely populated network since these nodes can effectively not only disrupt communication but also disconnect the network.

2. Related Work

Various IDS techniques have been proposed in the research literature. Zhang and Lee describe a distributed and collaborative anomaly detection-based IDS for adhoc network [2][3]. Theodorakopoulos and Baras present a method for establishing trust metrics and Evaluating trust [4]. Michiardi and Molva assign a value to the “reputation” of a node and use this information to identify misbehaving nodes and co-operate only with trusted reputations [5]. Certain nodes in MANETS can produce attacks which cause congestion, distribution of incorrect routing information, services preventing proper operation or disable them [6]. As routing protocols exchange routing data between nodes, as a result, they would maintain routing status in each node. Based on routing status, data packets are transmitted by mediated nodes along an established route to the destination [7]. M.K Rafsanjani, A Movaghar presents a scheme in which nodes do not need to exchange multiple messages to prove their identities [8]

3. Identification of Critical Nodes

Our approach in this paper is based around the notion of a critical node in an adhoc network. A Critical node is a node whose failure or malicious behavior disconnects or significantly degrades the performance of the network.

Once identified, a critical node can be the focus of more resource intensive monitoring or other diagnostic measures. If a node is not considered critical, this metric can be used to help decide if the application or risk environment warrant the expenditure of additional resources requires monitoring diagnosis and altering other nodes about problem.

In order to determine a critical node, a graph theoretic approach to detect a vertex-cut and an edge-cut is studied [9]. A vertex-cut is a set of vertices whose removal produces a sub graph with more components than the original graph. A cut-vertex or articulation point is a vertex cut on sitting of single vertex. An edge-cut is a set of edges whose removal produces a sub graph with more components than original graph.

Finding a cut-vertex in the graphical representation of an adhoc network is not straightforward, since the nodes cannot be assumed to be stationary. Similarly, determining the global network topology in a mobile adhoc network given the time delays of the diagnostics packets and mobility of the nodes make this difficult, but determining the approximation of this topology or subset of this topology, within a certain time frame may be useful.

An approximation of the network topology can provide useful information about network density, network mobility, critical paths and critical nodes.
3.1. Steps for Critical Node Test

3.1.1 Basic Steps:

- The node performing the test is referred to as testing node and the node under test is referred as node under test.
- Use of ip, route and ping utilities. The ip utility is a TCP/IP interface configuration and routing utility that configures the network interfaces.
- The route utility manipulates the Kernel’s IP routing Table. Its primary purpose is to set static routes to specific hosts or networks via an interface after it has been configured with ifconfig program.
- When used together, ip route provides the necessary tools for manipulating any routing tables such as displaying routes, routing cache, adding routes, deleting routes, altering routes, getting routing information and clearing routing table.

3.1.2 Evaluation Stages in a Critical Node Test Mechanism:

It is very necessary to detect whether the testing node shares a critical link with its Neighbors.

A. First Stage

- To temporarily modify the testing node’s routing table to allow only one communication link to be operational at a time, while blocking communication through all others.
- The enabled communication link will be between the testing node and a node other than the node under test.
- Each communication link has to test sequentially in this way to determine if an alternative path to the link under test exists.
- If an alternative path exists, then the link is not critical because its removal will not disconnect the network.

B. Second Stage

- This stage is for the host to attempt to discover an alternative path by using ping to the node under test without using the suspected cut-edge between the testing node and node under test.
- To discover an alternative path to the node under test, the testing node executes the following command.
  
  #ping –c –s 4 < node_under_test > -A-R

  Where –c is the number of pings that the host executes -s is the number of data bytes to be sent -A is the audit flag -R flag returns the route, if exists, to the < node_under_test > node

C. Third stage

- When the results of the ping are returned, the network routing table is restored during this final step to its initial configuration.
- It is very important to note that, after the end of critical node test, all previously established routes are restored. The duration of critical node depends on the network density and topology.
• Critical node conditions however are likely to occur when a node has a relatively small degree and therefore fewer tests are required.

3.2. Consideration of Trigger Mechanism

Critical node test determines the nodes whose failure or malicious behavior disconnects or degrades the performance of the network. In order to further reduce the number of test performed, a lightweight trigger mechanism is considered which monitors network traffic and initiates a critical node test when it suspects such a condition might exist. Trigger mechanism is used to allow false Positives that the critical node test will later screen out. The only false negatives that can occur are when there is no traffic to analyze on a cut-edge, but this condition is most likely short-lived and of no consequence. The trigger mechanism monitors the number of connections served by the node as well as the number of packets traversing the test node.

The trigger mechanism runs on a testing node and records Ethernet and IP address of each incoming and outgoing packet that is routed through the testing node. The testing node does not store any packets it sends or receives; instead it tabulates statistics on the Ethernet and IP packet headers. The testing node tabulates information such as ID of each neighboring node, its IP address, MAC address and time that the packet was forwarded. Also, testing node counts the no. of peer-to-peer pair connections that traverse the testing node. Here, the term connection refers to a pair of nodes that have a peer-to-peer TCP, UDP or ICMP connections. These peer-to-peer connections are associated with Ethernet source address, if the packet is incoming or with the neighbour’s MAC Ethernet destination address, if the packet is outgoing.

The trigger mechanism can distinguish between these two cases because if the testing node’s MAC address is in the Ethernet destination field, that means the destination is the testing node therefore it is an incoming packet. If the testing node’s MAC address is located in the Ethernet source field this means that the host is either generating this packet or host is forwarding the packet. The trigger mechanism creates two tables; incoming packets and outgoing packets. From this table, the trigger mechanism tries to determine if several nodes rely on communication link incident to the testing node or if the incident communication link is responsible for significant amount of traffic. If either of this condition occurs, the trigger mechanism can invoke the critical test. The trigger mechanism is configurable and requires no changes to the routing table.

4. Conclusion

This paper effort to explain critical node test mechanism briefly. Here, we focus on critical node and detection of critical link by using basic routing utilities. It is inferred that when a critical link is detected, the host node may choose expend additional resources to initiate an IDS module that is more resource intensive, such as traffic monitoring watchdog module or collaborative IDS. But if there is no critical link then the host can use the lighter weight modules to continue to monitor network traffic. This paper emphasis on consideration of trigger mechanism which can invoke the critical test. Thus we may conclude that trigger mechanism is a lightweight solution that can be used to determine the proper conditions to activate a more demanding IDS. This paper submits the approach for detecting critical links and which may be used to provide guidance for how the location of nodes in an adhoc network might be better physically arranged in order to provide more fault tolerance and better Quality of service.
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