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Abstract

The traditional security solutions to network security threats have several limitations. Deep Packet Inspection (DPI) based Forensic Analysis of network traffic allows in-depth and unhurried analysis of anomalies which otherwise might go unnoticed. This highly resource intensive task can be performed with efficiency by using Grid Infrastructure. Service Oriented Architecture based on web services has been proposed in this paper, which can ensure long term scalability and extensibility of the application.
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1. Introduction

Traditional approaches to network security, like Anomaly Detection and Protocol Decoding, prove inadequate to detect and/or prevent the present day, highly sophisticated network attacks. An IDS based on Deep Packet Inspection (DPI) technology, where all the data within a packet payload is inspected and compared to a database of predefined attack signatures, is a better approach. Since real-time monitoring of the payload can be very expensive in terms of both the human and the hardware resources, reconstructive traffic analysis, or network forensics[1], where network traffic can be archived[2] and its subsets can be analyzed as necessary, to identify the threats and/or intrusions, is a more viable option. But, the computational requirements for such analysis are quite significant and employing special hardware to address the demand even for a medium size network is quite expensive. Efforts involving the harnessing of the capabilities of a grid for the forensic analysis have yielded results that can address these issues.

Grids help optimize the infrastructure to balance workloads and provide extra capacity for high-demand applications [3]. Grid Computing systems based on web services adds efficiency and simplifies the addition of standards-based core functionality to those systems [4]. The convergence of web services and grid computing simplifies the design, development and deployment of grid services in virtual organizations with diverse compute and resource characteristics. Recently, the researchers at Korea have introduced mobile cloud and grid web services to provide intelligent services in a smart city, which is a good indication of ubiquitous applications of the technology [5]. Environmental Researchers in the U.S. have introduced a grid gateway web service to enable science web portals to transparently access the access High Performance Computer (HPC) resources [6].

This paper discusses the approach for deploying a web services oriented architecture for the DPI based forensic analysis of Network Traffic using Grid infrastructure. The network traffic can be captured by the consumer and submitted to the grid on which DPI based forensic analysis is performed. The grid application for the forensic analysis can be deployed as a WSRF web service to yield a scalable loosely coupled solution which is interoperable, robust, and dependable too[7]. The paper also discusses the motivation for
selection of the WSRF implementation chosen after extensive research on the different available implementations.

2. DPI based Forensic Analysis of Network Traffic using Grid Infrastructure

2.1. DPI based Forensic Analysis of Network Traffic

Deep Packet Inspection (DPI) addresses the limitations of firewalls and traditional IDS techniques, which don't look beyond layer 3 of the OSI protocol stack. DPI operates at Layer 3-7 of the OSI model and looks at the payload of the packets and compare bytes within the payload to a known list of malicious bytes. The essence of such a signature based scanning is a multi-pattern matching algorithm [8], where the payload is inspected to detect malicious patterns such as worm code signatures [9]. Searching through the payload for multiple string patterns within the data-stream is a computationally expensive task because the payload contents are unconstrained as opposed to the economical analysis of the packet headers owing to the location of header fields being restricted by protocol standards. Fast string matching is the key element to DPI based IDSs and is a vital component for earlier attack detection.

The computational and resource intensive real-time deep packet inspection of all network traffic, would not scale to networks larger than a single workgroup. The practical solution is to perform reconstructive traffic analysis by capturing and archiving all traffic and analyzing subsets as necessary. Also known as network forensics, the method can identify the source and nature of the security attacks.

The Deep Packet Capturing (DPC) of complete data packets, crossing a network can be done by using tools such as TcpDump, Windump, Ettercap, dSniff or Wireshark (earlier known as Ethereal). Deep Packet Inspection is then performed for forensic analysis to uncover the root cause of network problems and identify the security threats. Once an intrusion has been detected, historical data may allow a system administrator to determine, conclusively, exactly how many systems were affected [10]. The packets indicating intrusion can be accurately rendered to their original format [11].

2.2. Grid Computing Infrastructure

Grid computing is a cost-effective and scalable means of solving large scale computing problems that spans not only locations but also organizations, machine architectures and software boundaries to provide unlimited power, collaboration and information access to everyone connected to a grid [12].

A grid is a collection of distributed computing resources available over a network that appear as one large virtual computing system, to an end user or an application. Workloads can be provisioned and deployed by locating available pools of computing resources. The resources of many computers in a grid can be applied to a single problem at a time [13]. The most common resource is computing cycles provided by the processors of the machines on the grid, which specifically is referred to as a Computational Grid. Another type of grid, the Data grid/Information Grid, utilizes memory and/or secondary storage in the grid to increase capacity, performance, sharing, and reliability of data while providing its access across multiple organizations [14].

Grids help optimize the infrastructure to balance workloads and provide extra capacity for high-demand applications [3]. By providing a quick solution to usage changes, grid computing provides businesses with extra capability when needed, without consuming large amounts of energy [15]. Using servers to capacity cuts
down on the energy needed. Grid computing also enables research-oriented organizations to solve problems that were infeasible to solve due to computing and data-integration constraints. It enables sharing of expensive scientific equipment too.

2.3. DPI based Forensic Analysis using Grid Infrastructure

Currently, networks are quite fast, generating traffic at speeds greater than 1 Gbit/sec. Capturing packets reliably from a high speed network requires an high speed interface that doesn’t lose packets as the network approaches saturation. The amount of storage dedicated to traffic capture determines how far into the past we have data for forensic analysis. The computational and storage requirements for the inspection and analysis of such traffic are very high. A specialised or dedicated computational infrastructure can be very expensive in terms of cost and efficiency.

A better cost effective solution to this problem is using the capabilities of a grid to detect enormous intrusion packets and improve the drawbacks of traditional IDSs. Grid Infrastructure is chosen for performing the DPI based Forensic Analysis because Grids can provide high computational abilities along-with the features of distributed resource usage and communication. The scalability feature of grids is also a compelling reason to choose the grid infrastructure for the problem as the network traffic may peak to very high levels at times. Another motivating reason is that Grid Computing supports reduction in energy consumption by utilizing servers to capacity [16].

3. Service Oriented Architecture for DPI based Network Forensics Grid

3.1. Web Services

Web Services is a software system that support interoperable machine-to-machine interaction over a network. Web services interface is described in a machine processable format. Web services provide flexible, extensible, and widely adopted XML-based mechanisms for describing, discovering, and invoking network services; in addition, its document-oriented protocols are well suited to the loosely coupled interactions that many argue are preferable for robust distributed systems [17]. A Web Service is callable by another program across the Web in a platform/language/object model neutral fashion (using standardized Web Services protocols). In short, a Web service is to an application what a Web page is to a person. The Web Services protocols include Simple Object Access Protocol (SOAP); Universal Description, Discovery, and Integration (UDDI); and Web Services Description Language (WSDL). Web services have emerged as the architecture of choice for grid standards such as the Web Services Resource Framework (WSRF) [18].

Web services publish details of their functions and interfaces, but they keep their implementation details private; thus a client and a service that support common communication protocols can interact regardless of the platforms on which they run, or the programming languages in which they are written. This makes Web services particularly applicable to a distributed heterogeneous environment. The key specifications used by Web services are:

- XML (eXtensible Markup Language)—a markup language for formatting and exchanging structured data.
- SOAP (originally Simple Object Access Protocol, but technically no longer an acronym)—an XML-based protocol for specifying envelope information, contents and processing information for a message.
• WSDL (Web Services Description Language)—an XML-based language used to describe the attributes, interfaces and other properties of a Web service. A WSDL document can be read by a potential client to learn about the service.

Although a Web service can support any communication protocol, and may offer its clients a choice, the most common is SOAP over either HTTP or HTTPS. This contributes to the appeal of Web services, as HTTP and HTTPS are ubiquitous and typically do not raise issues of firewall traversal in an organization that allows bidirectional HTTP traffic.

3.2. OGSA, OGSI, WSRF and GT4

The Open Grid Services Architecture (OGSA) represents an evolution towards a Grid system architecture based on Web services concepts and technologies. The goal of the OGSA is to standardize all the services of the grid application by specifying a set of standard interfaces for them. The Globus Toolkit (GT) is an open source software toolkit used for building grid-based applications, being developed by the Globus Alliance and many others all over the world. The first prototype Grid service implementation was demonstrated on January 29, 2002, at a Globus Toolkit tutorial held at Argonne National Laboratory. Since then, the Globus Toolkit 3.0 and 3.2 offered an OGSA implementation based on the Open Grid Services Infrastructure (OGSI), a precursor to WSRF [19]. The Grid Community invested a lot of effort into the specification and implementation of OGSI but soon realized that it was a heavyweight specification with too much definition in one specification; and was too much object-oriented and also stateful. Globus Toolkit 3 (GT3) is an implementation of the OGSI, but since it failed to converge with existing web services standards, a new standard to supersede it, was announced in 2004 and fully implemented in the Globus Toolkit version 4 (GT4). GT4 is the widely used, mature web services based toolkit for building grid applications [20]. It provides a set of OGSA capabilities based on the Web Services Resource Framework (WSRF) which specifies the creation, addressing, inspection, and lifetime management of stateful resources. Grids and web services started far apart in technology and applications, but WSRF completed the convergence (Figure 1).

![Figure 1. Convergence of Grid Computing and Web Services](Source: www.grid.org.tr/etkinlikler/egitim/sunumlar/WhatIsGridComputing.ppt)

Web services are fundamentally stateless, but the resources on a grid are not. WSRF, a joint effort between the Grid and Web Services communities, defines a way to associate a state with a web service, called resource properties. WSRF is the infrastructure on which the OGSA architecture is built on. The relationship between OGSA, GT4 and WSRF has been clearly indicated by Globus (Figure 2). The composition of a stateful resource and the web service through which it can accessed is called a WS-Resource. The GT4 contains Java and C implementations of the WSRF.
4. Web Services Oriented Architecture of the DPI based Network Forensics Grid

SOA (Service Oriented Architecture) for the grid provides methods for exposing services and allowing computers to talk to each other in a highly heterogeneous environment. The benefits of a SOA architecture on the grid is that it provides loose coupling which results in the system being flexible, scalable, services are replaceable and adds fault tolerance [21].

A Deep packet Capturing (DPC) machine archives the network traffic and forwards it to the web-services based applications on the Grid, which we shall refer to as the DPI-FA Grid. In the web service oriented architecture model of the DPI-FA Grid, every application runs as a service and is associated with a WS-resource. The web service is defined in the Web Services Description Language (WSDL) document. The Resource Properties Document schema, which explicitly describes a view of the resource with which the client interacts, is referenced by the WSDL description of the service. By exploiting the Resource Properties Document schema, WSRF enables the mechanical definition of simple, generic messages which interact with the WS-Resource. A WS-Resource is accessed through a Web service at a particular location which is described by a WS-Addressing [WS-Addressing] EndpointReference (EPR), which contains the URI of the Web service endpoint as follows:
This EPR is known to the client/requester as the service-name. The contents of the EPR are generated by the service provider and are not intended to be understood by the client. The client takes the EPR from the response message and associates it with the client’s programmatic representation of the resource (for example, a program object, reference or variable) so that all calls which use that representation are directed to the resource. The 'GetResourcePropertyDocument' operation can then be used to get the values of all resource properties associated with the WS-Resource. The SOAP envelope for the service returns the response to the request with the the 'GetResourcePropertyDocumentResponse' message [22].

The DPI based Forensic Analysis Web Service (DFA-WS) will be a network accessible entity that will process the SOAP messages. SOAP messages will be received by the hosting environment (Globus Container), which is domain independent. It would identify and invoke the appropriate code to handle the message. The WS implementation handles the SOAP message through domain specific code.

The service interface (a WSDL document) is published to the service registry. A service requester(a potential client) queries the service registry to search for a service that meets its needs. The registry returns a list of suitable services, and the client selects one and passes a request message to it. The client then binds to the service provider in order to execute the service (using SOAP). The web services are deployed into the GT4 web container. The GT4 Java WS Core Code implements WSRF and WS-Notification as well as supporting code for security and management[24]. The Service is coded using Java and the Globus java ws-core API, which depends on the Java Commodity Grid (CoG) Kit which is a GT component and some 3rd party software including Apache Axis, Apache Xerces, Apache Tomcat JNDI, Apache Addressing, and Apache XML Security, to name a few.

Apache Axis is one of the best free tools available for implementing and deploying web services, and also for implementing the web service clients. The code is designed to be used with Apache Axis as a SOAP engine plus other relevant WS components such as the WS-Addressing and WS-Security [23, 25, 26]. The end user can upload the .pcap file to the portal server based on the WSRF through a web browser. The portal used is based on the Java Portlet model. Exhibit 1 describes the deployment of the GT4 Java Web Service in a step-by-step manner.

**Exhibit 1. Deploying the GT4 Java Web Service**

- **Step 1**: Define the service's interface in the Grid Web Service Description language(GWSDL) file, which describes the service's abstract interface.
- **Step 2**: Implement Service by coding the service in java (extends GridServiceImpl) and specify resource properties
- **Step 3**: Configure the Deployment by defining Deployment Parameters in Web Services Deployment Descriptor (WSDD) file and Java Naming and Directory Interface (JNDI) deployment file that describes various aspects of the service’s configuration.
- **Step 4**: Compile and generate the Grid Archive(GAR) file, which is a single file containing all the files and information the grid services container would need to deploy the service. The GAR files are deployed using globus-deploy-gar and undeployed using globus-undeploy-gar.
This step converts the GWSDL into WSDL and creates the stub classes from it. It compiles the stub classes and the service implementation. All the files are organized into a very specific directory structure. Compilation generates application specific interface routines that handle the de-marshalling/marshalling of the Web service’s arguments from/to SOAP messages. (Ant,build.xml)

Step 5: Deploy the service into a grid service using Ant. The Ant task calls the generateLauncher target which is specified in $GLOBUS_LOCATION/share/globus_wsrfrf_common/build-launcher.xml.

5. Related Work

The implementation presented in this paper Globus Toolkit Java version of WS-Core. Apart from this, there are at least four more different popular implementations of the SOAP, according to the programming model and the programming language. The discussion in this section supports the selection of the Globus Java WS-Core.

An additional implementation of the standards which is part of the Globus Toolkit is implemented in C and lets one develop Grid services in C. pyGridWare [27] is also part of the Globus Toolkit, which allows the user to rapidly develop Grid services in Python. Similarly, WSRF.NET [28] is used to develop Grid services in any .NET language. With this implementation developing Grid services is not much different than programming Web services, the developer only needs to annotate what parts of the service should be made persistent. Lastly there is also a Perl implementation of the standards called WSRF::Lite [29]. These five implementations have been compared in terms of functionality and performance by Humphrey et.al. [30]. This comparison concludes that the Globus Toolkit provides the most complete implementation of WSRF and has superior response times to invocation calls when compared to WSRF.NET, WSRF::Lite, and pyGridWare. Heinis et. al., extended the single-client setup study by using a multiple client setup to show how the system performs with a larger number of concurrent requests [31]. The Globus Toolkit has a robust implementation of WSRF, therefore it eliminates the problem of dealing with an incomplete server-side implementation of WSRF and concentrates work on the client-side issues of communicating with WSRF-based web services from various platforms. In addition, the Globus Toolkit offers a high-performance version written in the C language and a platform-agnostic version written in Java[32].

Humphrey et. al., have clearly indicated that the C WS Core of the Globus Toolkit 4, gives the best performance when evaluated for the key primitive functions and a notification function. GT4 Java WS Core and WSRF.Net were reasonably better than the WSRF::Lite and the pyGridWare. pyGridWare, the Python WS Core from the Lawrence Berkeley National Laboratory was faster in certain scenarios only. The Perl-based WSRF::Lite from the University of Manchester implements TLS caching as it works on the Microsoft IIS, hence is faster with https [30]. GT4 C WS Core though performs fastest, GT4 Java WS Core seems to be a better choice as it has more support and use at both the academic institutions as well as the industry and is faster and easier to develop and implement. If a user wants to create a C client application he must write C implementation of the delegation by means of C WS Core API, because for C, there Delegation API is not available, only C WS Core API and C WS-GRAM API are there, whereas to write Java client application, submitting and managing job, Java WS Core API, Delegation API and WS-GRAM API are all available[33].

Kubert and Thai have also investigated the performance of the Globus Toolkit WSRF and WSRF::Lite implementations. The latency, serialization and
deserialization benchmark results indicated WSRF::Lite performed better than GT4 [34].

REST (Representational State Transfer) is emerging as an easier and more flexible alternative to SOAP and WSDL based Web Services [35]. RESTful web services make use of JavaScript Object Notation (JSON) [36] instead of XML for resource representations and exploit HTTP methods explicitly for the resource manipulation instead of defining their own [37]. The adoption of REST by mainstream Web 2.0 service providers, including Google, Yahoo and Facebook and large organizations like Wal-Mart, indicates its growing acceptance, but REST cannot replace SOAP everywhere, it comes with its own set of issues. A very good comparison is made between REST and SOAP & WS* by Cesare et. al., [38], which indicates that the choice should be made after careful consideration of key aspects according to the requirements of an application.

6. Conclusion

The research on network security indicates that Deep Packet Inspection (DPI) based IDS has a better capability in securing networks from the new and emerging threats. DPI based forensic analysis of network traffic can carry out in-depth and unhurried analysis of the attacks and help to design a stronger security system, but is quite resource intensive. It calls for a lot of computational power as well as storage space (both short term and long term). Industry giants are successfully embracing web services and utilizing the Grid abilities, one recent example is the growing popularity of the Amazon Web Services being offered by Amazon [39, 40].

This paper proposes the use of the high computational abilities of Grid infrastructure for performing the task in a more cost effective, fast and reliable way. The development of the grid application using WSRF maximises the potential of the Grid capabilities, enable it to be loosely coupled and scale to arbitrary size. Amongst the various WSRF implementations and the emerging implementations like RESTful WS implementations, GT4 Java WS Core is a good choice as it is established, well supported, and proven good performance.
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