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Abstract

Wind speed is the most important parameter in the design and study of the environmental impact assessment. The wind speed determines the concentration of any toxic pollutant released from any chemical industry. As the wind speed increases the concentration of the toxic pollutant at any location in the environment at any instant of time decreases. It is also known that as the wind speed increases the cost of the wind energy is reduced. Literature study reveals that the probability distribution of wind speed can be presented by Weibull distribution and it has been accepted so without any statistical investigations. In this study, it is being proposed that similar to Weibull distribution, a better fitting of wind speed data is possible by Exponentiated Weibull distribution. Statistical investigations as an evidence of this proposition via estimation of mean and variance of wind speed data by fitting through both Weibull and Exponentiated Weibull distributions are presented in this paper. A comparison of the representative estimates through respective probability distributions is also presented in this study. Estimation of parameters (shape and scale) of both the distributions is presented by using maximum likelihood algorithm.
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1. Introduction

Environmental impact assessment of any industry is always carried out with respect to the estimated concentration of the toxic pollutant at any instant of time and at any spatial location in the environment. Impact of the toxic effluent on the atmospheric environment if released into the air depends not only on the quantity released but also on the wind speed. If wind speed increases then the concentration of the toxic effluent decreases at any spatio-temporal location and hence impact is reduced. Amount of material released into the environment can be obtained from the plant; however, knowing the exact wind speed (crisp value of the wind speed) for a span of time is very uncertain due to fluctuation of the wind speed for the specified period of observations. Therefore, knowledge of the wind speed is very important component for safety analysis of the specified industry. Evidence based on a large number of literature study indicates that wind speed is always characterized by a variety of standard parametric probability density functions (PDF) [1]. Weibull distribution is always selected as the best distribution for fitting wind speed data not only due to its greater flexibility and simplicity but also due to its highest value of goodness of fit to the experimental data [1, 2]. The basic requirement for safety analysis is to know the characteristics value of the wind speed (e.g., mean and variance of the wind speed). In order to obtain such values a prior
fitting of the wind speed data is essential and this is generally carried out mostly by a two parameter Weibull distribution [3, 4]. However, from the point of improvement in wind data fitting, similar to the Weibull family, a new family of distributions, namely Exponentiated Weibull distribution [5] is being proposed; in this context it is customary to say that a typical two parameter Weibull distribution does not accurately represent the entire wind regime in nature [6]. The Exponentiated Weibull distribution has been compared with the two parameter Weibull distribution. Parameters of the Exponentiated Weibull distribution and classical Weibull distribution are estimated using maximum likelihood method algorithm [8].

In this paper, we have described the Exponentiated Weibull distribution with its many properties. Maximum likelihood based estimation of the parameters of this new distribution and that of Weibull distribution has been presented in detail. Finally, a comparison of the estimates of the mean and variance of the wind data fitted through Weibull and Exponentiated Weibull distributions are presented.

2. Weibull and Exponentiated Weibull Distribution

In this section, we mainly introduce the Weibull distribution based model and Exponentiated Weibull distribution based model for the analysis of wind speed.

2.1 Weibull distribution

The probability density function (PDF) and cumulative distribution function (CDF) of a random variable \( v \) representing wind speed and having the Weibull distribution is defined by

\[
f_W (v; \gamma, \beta) = \frac{\gamma}{\beta} \left( \frac{v}{\beta} \right)^{\gamma-1} \exp \left[ - \left( \frac{v}{\beta} \right)^\gamma \right], \quad v > 0
\]

and

\[
F_W (v; \gamma, \beta) = 1 - \exp \left[ - \left( \frac{v}{\beta} \right)^\gamma \right]
\]

respectively; where \( \gamma > 0 \) is a shape parameter and \( \beta > 0 \) is a scale parameter, that depends on \( \gamma \), and is related to the mean value of wind speed. The two Weibull parameters and the mean wind speed are related by

\[
\bar{v} = \beta \Gamma \left( 1 + \frac{1}{\gamma} \right)
\]

where \( \Gamma (\cdot) \) is the gamma function.

It is easily proved that the \( n^{th} \) wind speed moment of the Weibull PDF is given by

\[
\left< v^n \right> = \beta^n \Gamma \left( 1 + \frac{n}{\gamma} \right)
\]

where the angular bracket \( \left< \cdot \right> \) denotes the expectation and \( \Gamma (\cdot) \) represents the gamma function.
Based on Eq.(1) and Eq.(4), the variance of the wind speed is given by

$$\sigma_v^2 = \frac{\Gamma(1+2\gamma)}{\Gamma(1+1/\beta)^2} - 1 \approx \gamma^{-11/6}$$  \hspace{1cm} (5)$$

For the derivation of the scale parameter $\beta$, without loss of generality, it is assumed that the $\langle v \rangle = 1$ and setting $n = 1$ in Eq. (4), yields

$$\beta = \frac{1}{\Gamma(1+1/\gamma)}$$  \hspace{1cm} (6)$$

### 2.2 Exponentiated Weibull distribution

Exponentiated Weibull distribution (EW) has a scale parameter and two shape parameters. The PDF and CDF of a random variable $v$ described by the EW distribution in [7] is given by

$$f_{EW}(v; \gamma, \beta, \alpha) = \frac{\alpha \gamma}{\beta} \left( \frac{v}{\beta} \right)^{\gamma-1} \exp \left[ -\left( \frac{v}{\beta} \right)^{\gamma} \right] \left[ 1 - \exp \left[ -\left( \frac{v}{\beta} \right)^{\gamma} \right] \right]^{\alpha-1}$$  \hspace{1cm} (7)$$

and

$$F_{EW}(v; \gamma, \beta, \alpha) = \left[ 1 - \exp \left[ -\left( \frac{v}{\beta} \right)^{\gamma} \right] \right]^\alpha$$  \hspace{1cm} (8)$$

respectively; where $\gamma > 0$ is a shape parameter related to the wind speed, and $\beta > 0$ is a scale parameter, that depends on $\gamma$ and is related to the mean wind speed as in the precedent case. The additional parameter, compared with Eq. (2), $\alpha > 0$ is an extra shape parameter that gives more versatility to the EW distribution in the shape of the tails. Figure 1 shows that the density function of EW is unimodal and for fixed value of $\beta$ and $\gamma$ it becomes more and more symmetric as $\alpha$ increases. It can be easily noted that for $\alpha = 1$ Eq.(7) reduces to the Weibull distribution (e.g., Eq.(2)). If we calculate the nth moment of the EW PDF, it can be easily mention that the analytical derivation of the EW parameters is rather a complete task. Therefore, a heuristic approach, based on simulation data was used to obtain first approximation to the EW parameters.
The shape parameter γ can be related with the random variable v as

\[ \gamma \cong (\alpha \sigma_v^2)^{-6/11} \quad (9) \]

where \( \sigma_v^2 \) denotes the variance of the random variable v. The scale parameter β can be written as

\[ \beta = \frac{1}{\alpha \Gamma(1+1/\gamma) \sum_{p=0}^{\infty} \frac{(-1)^p (p+1)^{-(1+\gamma)/\gamma} \Gamma(p+1)}{p! (\alpha - p)}} \quad (10) \]

It can be easily verified that for fixed values of the shape parameter γ and the scale parameter β, the shape parameter α controls the lower-tail steepness – when data is visualized in a logarithmic scale. This is an attractive property of the EW distribution; it is precisely the lower-tail of maximum importance because it defines the error rate and fades probability. Let us now define the moments of the EW distribution. The k-th moment of the exponentiated Weibull variable, v, with distribution function given in Eq. (8) [7] is written as

\[ E(v^k) = \alpha \beta^k \Gamma\left(\frac{k}{\gamma} + 1\right) \sum_{i=0}^{\alpha - 1} \left(\frac{\alpha - 1}{i}\right) (-1)^i (i + 1)^{-k-1} \quad \text{if} \quad \alpha \in N \quad (11\ a) \]

\[ E(v^k) = a \beta^k \Gamma\left(\frac{k}{\gamma} + 1\right) \sum_{i=0}^{\alpha - 1} \frac{\alpha - i}{i!} (-1)^i (i + 1)^{-k-1} \quad \text{if} \quad \alpha \in N, \text{ for } k = 0, 1, 2, \ldots \quad (11\ b) \]

where \( a \) is a convergent series for all \( k \geq 0 \), all moments exist.
The expectation value of the EW random variable \( v \) can be written as by using Eqs. (11a) and (11b) as

\[
E(v) = \left\{ \begin{array}{ll}
\alpha \beta \Gamma \left( \frac{1}{\gamma} + 1 \right) \frac{\alpha - 1}{\gamma} \sum_{i=0}^{\alpha-1} \frac{1}{i!} (-1)^i (i + 1)^{\frac{1}{\gamma} - 1}, & \text{if } \alpha \in N \\
\end{array} \right.
\]

(12a)

\[
E(v) = \alpha \beta \Gamma \left( \frac{1}{\gamma} + 1 \right) \frac{1}{\gamma} \sum_{i=0}^{\alpha-1} \frac{\alpha - 1}{i!} \frac{1}{\gamma} \sum_{i=0}^{\alpha-1} \frac{P_i}{i!} (-1)^i (i + 1)^{\frac{1}{\gamma} - 1}, & \text{if } \alpha \notin N
\]

(12 b)

In a similar way, the variance of the EW random variable \( v \) can be written as

\[
\sigma_v^2 = E(v^2) - [E(v)]^2
\]

(13)

where,

\[
E(v^2) = \left\{ \begin{array}{ll}
\alpha \beta^2 \Gamma \left( \frac{2}{\gamma} + 1 \right) \frac{\alpha - 1}{\gamma} \sum_{i=0}^{\alpha-1} \frac{1}{i!} (-1)^i (i + 1)^{\frac{2}{\gamma} - 1}, & \text{if } \alpha \in N
\end{array} \right.
\]

(14a)

\[
E(v^2) = \alpha \beta^2 \Gamma \left( \frac{2}{\gamma} + 1 \right) \frac{1}{\gamma} \sum_{i=0}^{\alpha-1} \frac{1}{i!} \frac{1}{\gamma} \sum_{i=0}^{\alpha-1} \frac{P_i}{i!} (-1)^i (i + 1)^{\frac{2}{\gamma} - 1}, & \text{if } \alpha \notin N
\]

(14b)

3. Methodology of Maximum Likelihood Estimation

3.1 Weibull Distribution Parameters

Maximum likelihood is a method of estimation of parameters of a distribution. Maximum likelihood technique [9-11] with many required features is the most widely used technique among parameter estimation techniques. The abbreviation MLE may refer to maximum likelihood estimation (the method), to the estimate, or to the estimator. The method finds a value of the parameter that maximizes the likelihood function. The MLE method has many large sample properties that make it attractive for use. It is asymptotically consistent, which means that as the sample size gets larger, the estimates converge to the true values. It is asymptotically efficient, which means that for large samples, it produces the most precise estimates. It is asymptotically unbiased, which means that for large samples, one expects to get the true value on average. The estimate themselves are normally distributed if the sample is large enough. These are all excellent large sample properties.

Let \( x_1, x_2, \ldots, x_n \) be a random sample of size \( n \) drawn from a probability density function \( f_X(x; \theta) \) where \( \theta \) is an unknown parameter. The likelihood function of this random sample is the joint density of the \( n \) random variables and is a function of the unknown parameter. Thus,

\[
L = \prod_{i=1}^{n} f_X(x; \theta)
\]

(15)

is the likelihood function. The maximum likelihood estimator (MLE) of \( \theta \), say \( \hat{\theta} \), is the value of \( \theta \) that maximizes \( L \) or, equivalently, the logarithm of \( L \). Often, but not always, the MLE of \( \theta \) is a solution of

\[
\frac{d \log L}{d \theta} = 0
\]

(16)
where solutions those are not functions of the sample values \(x_1, x_2, \ldots, x_n\) are not admissible, nor are solutions which are not in the parameter space. Now, we are going to apply MLE to estimate the Weibull parameters, namely the shape and the scale parameters. Consider the Weibull PDF given in (1), then the likelihood function will be

\[
L(x_1, \ldots, x_n; \gamma, \beta) = \prod_{i=1}^{n} \left( \frac{1}{\beta} \right) \left( \frac{x_i}{\beta} \right)^{\gamma-1} e^{-\left(\frac{x_i}{\beta}\right)^{\gamma}}
\]  

(17)

On taking the logarithms of Eq. (17), differentiating with respect to \(\gamma\) and \(\beta\) in turn and equating to zero, we obtain the estimating equations

\[
\frac{\partial \ln L}{\partial \gamma} = \frac{n}{\gamma} + \sum_{i=1}^{n} \ln x_i - \frac{1}{\beta} \sum_{i=1}^{n} x_i^{\gamma} \ln x_i = 0
\]  

(18)

\[
\frac{\partial \ln L}{\partial \beta} = -\frac{n}{\beta} + \frac{1}{\beta^2} \sum_{i=1}^{n} x_i^{\gamma} = 0
\]  

(19)

On eliminating \(\beta\) between these two equations and simplifying, we have

\[
\frac{\sum_{i=1}^{n} x_i^{\gamma} \ln x_i}{\sum_{i=1}^{n} x_i^{\gamma}} - \frac{1}{\gamma} \frac{1}{\beta} \sum_{i=1}^{n} \ln x_i = 0
\]  

(20)

which may be solved to get the estimates of \(\hat{\mu} = \gamma\). This can be accomplished by the use of standard iterative procedures (i.e. Newton-Raphson method). Once \(\gamma\) is determined, \(\beta\) can be estimated using Eq. (21) as

\[
\beta = \frac{\sum_{i=1}^{n} x_i^{\gamma}}{n} = 0
\]  

(21)

### 3.2 Estimates of EW Parameters

In order to estimate the parameters of the EW distribution, we adopt the maximum likelihood method. Let \(v_1, v_2, \ldots, v_n\) be a random sample of size \(n\) from the EW distribution given by Eq. (8). Now the log likelihood function can be written as

\[
L(\alpha, 1/\beta, \gamma) = n \ln \alpha + n \ln \gamma + n \gamma \ln(1/\beta) + (\gamma - 1) \sum_{j=1}^{n} \ln v_j + \n(\alpha - 1) \sum_{j=1}^{n} \ln[1 - \exp\{-(v_j / \beta)^{\gamma}\}] - \sum_{j=1}^{n} (v_j / \beta)^{\gamma}
\]  

(22)

Now, by taking the derivative of \(L\), MLE estimates of \(\alpha, 1/\beta, \gamma\) that maximizes Eq. (22), normal equations can be written as

\[
\frac{d}{d\alpha} L(\alpha, 1/\beta, \gamma) = \frac{n}{\alpha} + \sum_{j=1}^{n} \ln[1 - \exp\{-(v_j / \beta)^{\gamma}\}] = 0
\]  

(23)
\[
\frac{d}{d(1/\beta)} L(\alpha, 1/\beta, \gamma) = n \gamma \beta + (\alpha - 1) \gamma (1/\beta)^{\gamma-1} \sum_{j=1}^{n} e^{-\left(v_j / \beta\right)^{\gamma}} v_j^{\gamma} - \gamma (1/\beta)^{\gamma-1} \sum_{j=1}^{n} v_j^{\gamma} = 0 \tag{24}
\]

\[
\frac{d}{d\gamma} L(\alpha, 1/\beta, \gamma) = n + n \ln(1/\beta) + \sum_{j=1}^{n} \ln v_j + (\alpha - 1)(1/\beta)^{\gamma} \sum_{j=1}^{n} \exp\left\{-\left(v_j / \beta\right)^{\gamma}\right\} v_j^{\gamma} \ln\left(v_j / \beta\right) - (1/\beta)^{\gamma} \sum_{j=1}^{n} v_j^{\gamma} \ln\left(v_j / \beta\right) = 0 \tag{25}
\]

From Eq. (23) we obtain the MLE of \( \alpha \) as a function of \((1/\beta, \gamma)\), say \( \hat{\alpha}(1/\beta, \gamma) \) given by

\[
\hat{\alpha} = \hat{\alpha}(1/\beta, \gamma) = -\frac{n}{\sum_{j=1}^{n} \ln[1 - \exp\left\{-\left(v_j / \beta\right)^{\gamma}\right\}]} \tag{26}
\]

Multiplying Eq. (24) by \((1/\beta)^{\gamma}\) we get

\[
n + (1/\beta)^{\gamma} [(\alpha - 1) \sum_{j=1}^{n} \exp\left\{-\left(v_j / \beta\right)^{\gamma}\right\} v_j^{\gamma} - \sum_{j=1}^{n} v_j^{\gamma}] = 0 \tag{27}
\]

Subtracting \( \ln(1/\beta) \) times Eq. (27) from Eq. (25) we have

\[
\frac{n}{\gamma} + \sum_{j=1}^{n} \ln v_j + (1/\beta)^{\gamma} [(\alpha - 1) \sum_{j=1}^{n} \exp\left\{-\left(v_j / \beta\right)^{\gamma}\right\} v_j^{\gamma} \ln v_j - \sum_{j=1}^{n} v_j^{\gamma} \ln v_j] = 0 \tag{28}
\]

Using Eq.(26) in Eqs.(27) and (28) we get two equations, which are satisfied by the MLEs \((1/\hat{\beta})\) and \( \hat{\gamma} \) of \((1/\beta)\) and \( \gamma \), respectively.

4. Results and Discussion

In this study mean and variance of the wind speed data has been estimated. The yearly maximum wind speed data, in miles/hour, used in this study has been quoted from Castillo (1988) [12] and is presented in Table 1. Before the estimation, Weibull and Exponentiated Weibull distributions have been fitted independently. Fitted probability distributions are shown in Figures 2 and 3. Since fitting a probability distribution through a set of relevant data is nothing but the estimation of the parameters of the respective probability distributions, maximum likelihood based estimated value of the parameters of the corresponding probability distributions with their standard error are presented in Table 2. Mean value of the wind speed and the corresponding variance of the wind speed on the basis of Weibull distribution are estimated as 33.82 and 198.64 respectively. Further, the mean and variance of the wind speed based on the exponentiated Weibull distribution are estimated as 31.16 and 32.92 respectively.
Table 1. Yearly maximum wind speed data

<table>
<thead>
<tr>
<th>Serial No</th>
<th>Wind Data (miles per hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>22.64 22.80 23.75 24.01 24.04</td>
</tr>
<tr>
<td>2</td>
<td>24.24 24.74 25.45 25.55 25.66</td>
</tr>
<tr>
<td>4</td>
<td>27.12 27.43 27.69 27.71 28.12</td>
</tr>
<tr>
<td>5</td>
<td>28.58 28.88 29.12 29.45 29.48</td>
</tr>
<tr>
<td>6</td>
<td>30.18 31.31 31.55 31.57 32.54</td>
</tr>
<tr>
<td>7</td>
<td>32.98 33.83 33.86 34.64 35.21</td>
</tr>
<tr>
<td>8</td>
<td>36.82 37.23 38.09 38.26 38.82</td>
</tr>
<tr>
<td>9</td>
<td>38.96 38.90 42.99 43.66 44.61</td>
</tr>
<tr>
<td>10</td>
<td>45.24 47.91 54.75 69.40 98.16</td>
</tr>
</tbody>
</table>

Table 2. Parameters of the fitted distributions

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Parameters</th>
<th>-Log Likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weibull (beta, alpha)</td>
<td>Beta = 2.57 (0.23) Alpha = 38.09 (2.2)</td>
<td>394.7</td>
</tr>
<tr>
<td>Exponentiated Weibull (alpha, beta, gamma)</td>
<td>Beta = 5.50 (2.46)</td>
<td>357.4</td>
</tr>
</tbody>
</table>

The third sub-column heading “-Log likelihood” under column heading “Parameters” as presented in Table 1 denotes the negative logarithm of the maximum likelihood. Thus it follows by the standard likelihood ratio test that the exponentiated Weibull distribution is a much better fitted distribution than the classical Weibull distribution for fitting of the wind speed data. This observation has been confirmed by the probability plots corresponding to the two fits as shown in Figure 4 and Figure 5.

![Weibull density distribution of wind data](image)

Figure 2. Fitted Weibull density Distribution of wind speed data
Figure 3. Fitted Exponentiated Weibull density distribution of wind speed data

Figure 4. QQ plot of Weibull Distribution of wind speed data
Figure 5. QQ plot of Exponentiated Weibull Distribution of wind speed data
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