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Abstract

In the age of Internet, the data transmission and storage got rapid progress, however, data processing and information extraction is still exist many problems to solve. Under the condition of so much data, processing data, get useful information; In cloud computing, big data environment to adopt the method of distributed computing, such a large complex networks, however, requires a simulation environment, for comparison and optimization platform, it can save development costs. Hadoop can evaluate the performance of distributed cloud computing platform, so the Hadoop performance directly affects the evaluation on the performance of the big data cloud computing, which fully show the importance of performance of Hadoop. Algorithm is improved based on Hadoop platform, using the particle swarm optimization algorithm improved the calculation and implementation of the Hadoop platform, so as to improve its ability to execute and compute, the calculation results and analysis show that the proposed scheme is effective.
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1. Introduction

With the rise of the Internet, it enables the data on a global scale to rapid transmission of data, especially the rapid development of optical fiber communication and cellular wireless access technology innovation, human anywhere in a more quick and convenient means of access to the Internet, around various service is booming of Internet, mobile Internet services, in particular, it is varied and retrofit. At the same time, the Internet is booming, making access nodes not only including computer, also includes the data transmission by the sensors in the object and all of this will cause a problem, that is huge access nodes, through the Internet collect and input the mobile Internet, it has the generation of data stream, how to analyze such data and get useful information, so as to guide the human production and life in the future. The data selection calculation and screening promoted greatly development of parallel computing method. Due to network access nodes is too many, and with the development of the hardware, so the computing power of the individual nodes is improving. So we can solve the problem of data processing and filtering, along with the development of the data processing of parallel computing, the scholar proposed cloud computing method, it is different from the traditional parallel computing. It can accord the topological structure of network and computing tasks, assigned to computing tasks of each node, which can quickly get the calculation results. Say that cloud computing promoted the network era to the era of big data, through the development of the era of big data, humans can within the scope of the most widely, with the method of data processing to get the information
they want to know. In the process of cloud computing, we need to consider the speed of cloud computing and analyzing the data accuracy, in the Internet now, however, we use the new cloud computing method to validate the performance of cloud computing method is likely to run now network transmission of damage, and the influence of transmission performance. And using the interconnection network resources to call at the same time, it will cause a lot of unnecessary spending. In order to avoid unnecessary waste of manpower and material resources, so it is best to computer simulation approach to performance evaluation of cloud computing algorithm, it is convenient to make comparison and evaluate the effectiveness of the algorithm.

However, what the cloud computing platform to simulate? In Google company proposed the operation of the platform that based on MapReduce at the beginning of this century, the platform through the coupling way of the business and the application, then it can be used to simulate the cloud computing model of distributed computing platform, and through constant development, eventually it became the most sought-after simulation evaluation calculation method of the cloud computing platform. With the advent of the era of big data, the human in the field of various disciplines can get an unprecedented amount of data; it is possible to find a more useful rule, which requires the existing big data filtering, statistics and analysis. This involves artificial intelligence data mining algorithms, this algorithm can be implemented through computer database correlation rule. In numerous association rules, however, there is connection and similarity, how to contact and similarity of the existence of classification and summary, it is the first step to realize finding a rule, generally referred to as data clustering process. However, clustering needs a variety of methods, such as some bionics methods, genetic algorithm, ant colony algorithm, etc., all these methods have advantages, but its computational complexity is generally higher, how to improve the execution speed of the data mining method and reduce the computational complexity is always the core problem of big data analysis. Yet for Hadoop cloud computing platform, its business and understand the coupling calculation procedures, so you can separate the business and the calculating program to consider. Business and the application aspect, however, the application problem is the core of the problem, these problems always determine the authenticity of the computing speed of the entire platform and simulation. So aiming at this problem, this research mainly studies the application of data on the clustering algorithm, in data algorithm, particle swarm method with its recent calculation speed, low computing complexity and become the focus of research. Particle swarm method also has its own disadvantages, however, is due to the initialization value choice is different, it’s easy to get not calculate the global optimal value clustering results. Aiming at this problem, this study adopts genetic algorithm in the choice of initial value advantage, integrated the advantages of two methods, an improved particle swarm optimization (PSO) algorithm; this method effectively improves the computation efficiency and accuracy of the algorithm.

For the processing of data in Hadoop, however, have accumulated a certain amount of data sampling value, and through the analysis of the data sampling values, find the data of characteristic parameters of screening and analysis of the scope of data parameters, can get a characterization parameter of the characteristics of the data, according to the characteristics of the data of relational parameters and clustering, to find the relationship between each other. These relationships through the analysis of the artificial intelligence, can become the human need to gain knowledge, this undoubtedly accelerate the human to know the world and the nature of the energy and speed. So the study of this topic is original and great practical significance.
In Hadoop, calculation as the core does not shake, computing capability directly affects the evaluation of cloud computing, the process of execution is the evaluation process of cloud computing method, for the business, is associated with its execution time, the performance of the running time delay and other related indicators, this is the service quality of the business, for business application layer, should be measured by the user's experience. So, the most core or the speed of calculation and execution time, so I need to measure the simulation platform of cloud computing Hadoop core components to carry out the calculation of interface unit is optimized, actually the core of the optimization.

This article first introduces the importance and necessity of researching Hadoop, expatiates its important position in the era of big data. We can get the value and the significance of the study. Then we briefly introduce the situation of research and expound the composition of Hadoop, for subsequent core algorithm to the optimization of the necessary knowledge preparation, in the third part of this article focused on the proposed data mining algorithm, and through this algorithm, we can get more satisfactory and accurate fitting and evaluation. The final results of the model by computer got the advantages of the proposed solution, and to summarize its characteristics. Finally summarizes the whole content of the article, and puts forward some ideas for follow-up study.

2. Related Researches

2.1. The Components and Development of Hadoop

Hadoop is a kind of analysis and dealing with cloud computing and software platform for the assessment of parallel distributed computing, it has high extendibility, high efficiency, high simulation, and the advantages of reasonable structure, based on the topology of the network, according to the communication link of on-off situation automatic data retransmission, to copy the relevant data, and other functions. Can also according to the business of different data processing for the distribution of the distributed computing and parallel, which can be in the business scope of utmost to mobilize resources disposal, so that we can improve the speed of operation. Because of its open source software platform, and become the widely used large data cloud computing platform.

Hadoop data processing has high efficiency, because it has efficient data storage and efficient data processing. In efficient storage and efficient data calculation, will be a number of big data segmentation, and divided with the method of data mapping, map to each virtual node, the storage and computing unit can be used in a master-slave works, which is corresponding to the network topology structure. In storage system, the adoption of distributed storage, it is advantageous to the scheduling and transmission of data, it is good for its data decomposition, which is not affected by the processing unit capacity constraints. And it can make each storage unit's structure is simple. For each storage node, can be divided into two function block, the first function block has the scheduling and storage capabilities, and another function block is used to implement the storage nodes. For the process of data storage unit obtain data is shown in Figure 1.

For cell, adopt multithreading approach, which can be through projection data and the data extraction, among them, for data clustering is a very important process of cell, are also a necessary part of the process, because of its decision behind data calculation results, but also will determine the speed of computing. For cell processing process, can according to the following process. First of all, the input files into multiple segments, after multiple segments by distribution of each
calculation unit. Each calculation subunits can be allocated to different virtual workstation, the workstation is mainly controlled by the user program in procedures, and according to the mapping address each virtual workstation for input operation, according to the input operation, written to the virtual workstation, and then clustering processing, according to the specific clustering algorithm is analyzed. As you can see in this a series of operations, the most complex is the process of clustering.

![Figure 1. Data Process to be Obtained](image)

### 2.2. The Study of the Status of Clustering Algorithm

For clustering method, there are many ways, for a variety of methods, the method of bionics is the focus of the recent research, such as: method of neural network, genetic algorithm, particle swarm optimization algorithm, ant colony algorithm and swarm algorithm, these algorithms are based on complex network, however, these networks, each link transmission of data is relatively small, so the simple traditional clustering method was applied to large complex data network, obviously its performance is not good, so according to big data complex networks is analyzed, according to the characteristics of the network, find the features of clustering method.

Here are aimed at the research status of various clustering methods were analyzed, and the first of all, the first to see to the problem of clustering optimization problem, namely is usually some search method, however, for the most optimal search method is certainly poor search method, however, this method requires a lot of computing resources, these resources through the scheduling way, will generate a lot of time delay, the delay will directly affect the performance of the system. So how to find a good, low computational complexity of the search algorithm became the core of the clustering algorithm to solve problems. Obviously two parts in iterative search algorithm performance and the complexity is to determine the size of the key core issues, namely, the choice of initial value problems and iteration convergence problem. First, determine the initial value problem, according to the location of the initial value can determine the starting point of the search. In the clustering method, the heuristic algorithm is a lot of more phyletic, including annealing algorithm, chaos algorithm and a series of methods.

And particle swarm optimization algorithm is similar to the swarm algorithm and the ant colony algorithm, which is to simulate the birds, is engaged in the development of foraging behavior and handling, and it can effectively solve the
problem of the search, but can’t solve the problem of complex topology structure. It is a kind of mass incidents based on a small scale, this event is simple topology, the data communication is relatively small, and its initialization is random, but because of its optimal solution according to each seemingly between searches, the search of solution must be an optimal solution. But due to the optimal solution, so need a lot of calculation, and finally affect performance. So how to compromise between complexity and the optimal solution, this would require the application of complex network transmission and exchange of data large, also is the era of big data. So to improve the particle swarm, integrated the advantages of other algorithms. Now mainly from two aspects of optimization of particle swarm optimization, on the one hand is to optimize the algorithm convergence speed, on the other hand, focuses on the specific task is optimized. But miss a key, the key is to optimize the initial value. That is the initial value of the mechanism is established.

In the particle swarm optimization algorithm, how to accelerate its convergence speed? Most of the measures are for the inertia factor and related factors of learning. These factors mainly determine the scope of its search and iteration process is also the key factors of the gradient. So the convergence speed is determined by the optimization factor. Another is the way to the search. In the case of search, global search and local search in two ways, these two approaches are to determine the size of the search scope.

For genetic algorithm, the search range is relatively small, but they tend to fall into local optimum. And according to the laws of nature, and its convergence speed is relatively slow, but relatively optimal initialization mechanism. Can be initialization mechanism of genetic algorithm can draw lessons from in particle swarm optimization algorithm to improve, to be able to get better search result, but how to make use of the complexity of the topological structure and the characteristics of huge data transmission, which can get the optimal initial value, at the same time also can get the optimization of the initial data.

In the process of search and iteration approach also varied, but these iterative algorithm, such as the gradient method, annealing algorithm, such as a variety of methods, but all have the ability to search performance, in standard particle swarm optimization algorithm, the main suitable for continuously differentiable function to search, but the values of discrete function, its performance will become very poor. At the same time, for the good of improved particle swarm optimization (pso) how to apply the mathematical theory, to evaluate the various aspects of performance, thus a more scientific was improved, it is also a need to study now. And on the scope of application and characteristics is an important research content of need. Implemented at the same time need to use what kind of form is an important exploration made by this paper. The following summarizes the shortcoming of particle swarm, and can improve the measures are put forward.

First, rely mainly on the topology of particle swarm optimization (pso) node is particle interaction to achieve the search, but its own does not change the corresponding mechanism, so easy to make the whole search get into local optimal solution, search the main fixed phase change. In addition, the second, in the selection process of particle swarm optimization, due to its termination condition is too harsh, can’t stop, so will cause the algorithm be death cycle. In either case, the particles interact, mutual restrict, make the unnecessary consumption, leading to unable to convergence, thus increasing the complexity of the algorithm.
3. The Proposed Scheme

3.1 Initialization Model

For the initialize model, according to the law of large numbers of random probability, in this paper we consider the normal distribution model, for different data can be composed of mixed normal distribution. This kind of mixed normal distribution can be obtained by Taylor series expansion way to approximate any function, but also through this mechanism, can be suitable for the majority of cases, especially in complex networks, and process large data transmission in among the topologies, assumed in the mixed normal distribution, large data can be used to process large data transmission in among the topologies assumed in the mixed normal distribution, large data can be used to process large data transmission in among the topologies.

In the formula (1), function \( N(x, \eta_j, \Xi_j) \) can be represented as

\[
N(x, \eta_j, \Xi_j) = \frac{\exp \left[ -\frac{1}{2} (x - \eta_j)^T \Xi_j^{-1} (x - \eta_j) \right]}{(2\pi)^{D/2} |\Xi_j|^{1/2}}
\]  

(2)

According to this dimension normal distribution can be combined, according to the different dimensions of random data to establish the initial value, but the scheme of seemingly random, it is actually a pseudo random process, which can be adjusted according to the initial data automatic value, source is also random adjustment search. The specific process, in this model, first, not the initial value assigned to a fixed location, but according to the data and data classification situation (i.e. samples) to decide the final process.

Step 1: determine the initial of a discrete data set;
Step 2: according to the normal distribution parameters of initial set to top the initial, that is \((x, \eta_j, \Xi_j)\)
Step 3: according to the normal distribution, we can get the initial node;
Step 4: according to the initial node, can be used to measure the iterative algorithm, with the mathematical mean value;
Step 5: if the expectation value is higher than a fixed sample expectation, you can think of this distribution is close to the global optimal solution that is the starting point of the search.

The particle swarm optimization algorithm, according to the test function in a population of particles, in order to test this method of random initialization values, the random initialization of testing that is the calculation of normal multivariate distribution of these values and the test function of the minimum Euclidean distance, the specific relationship as shown in formula (3),

\[
d = \sqrt{\left[ f(x, \beta) - p(x, \beta) \right]^2}
\]

(3)

In the formula (3), the test function can make many kinds of function, one of the most science is

\[
f(x, \beta) = \sum_{i=1}^{k} \left[ x_i^2 - 10 \cos(2\pi x_i) + 10 \right]
\]

(4)
3.2. The Plan of Standard Particle Swarm Optimization

For standard particle swarm plan, need to consider from the following aspects, first, is that each particle swarm elements, known as particles, also is the optimal solution of the every possible scope, for the second is a collection of particles, which is the combination of the approximate optimal solution. The third part is within the scope of each particle in the search space, and the fourth part is to search the standard, need to determine the iterative search criteria. The fifth part is about the iteration results after the degree of match and the optimal solution. In $k$ dimension of search space and each particle can be expressed as a $k$ dimensional space, each space location can also use this.

According to the definition of all, we can know each scope of the particle swarm method; they can be obtained by the following two formulas, namely

\[ L(n + 1) = L(n) + \lambda_1 m_1 \left[ \theta(n) - x(n) \right] \]
\[ + \lambda_2 m_2 \left[ \theta(n) - x(n) \right] \]

(5)

Where $\lambda_1$ and $\lambda_2$ represent each particle and each particle to go forward in the direction of the forward speed, and $L(n)$ is the location of each particle at last time.

\[ \theta(n + 1) = \theta(n) + x(n + 1) \]  

(6)

From it which can be seen that the particle swarm method, decision factors are $\lambda_1$ and $\lambda_2$, each function set also need to consider, which determines the speed of convergence.

According to the method of particle swarm, we can get its execution process; this process can be divided into the following steps:

1. The parameters configuration, that is, setting each parameter, $\lambda_1$, $\lambda_2$, $\theta(n)$ and $s(n)$;
2. Determination criterion for each iteration;
3. According to the particles and iterative standard, we can get the iterative pick integral function, namely (5);
4. The use of each iteration, namely (5) and (6) to determine the location of the particle and the specific search range;
5. Checking whether achieve the optimal or not;
6. If the optimal, stopping the iteration, determining the optimal solution.

3.3. The Improved Particle Swarm Algorithm

In improved particle swarm optimization algorithm, the first to say that in Section 3.1 of initialization is also included in the improved particle swarm algorithm, in this part, the mainly is to consider is the iterative parameter settings, and other iterative formula, so this part is the core part of the improved particle swarm algorithm, in Section 3.4 describes how to implement in the Hadoop, program realization method.

In this article, based on genetic algorithm, using a deviating from the comprehensive matrix, alignment set, this can lead to faster particles to the near optimal solution, so the main to find deviation matrix, the matrix to determine the specific direction of particle movement, to the final solution of traditional particle
swarm optimization algorithm into local optimum situations. Assuming the global deviation matrix for (7)

$$
C = \begin{bmatrix}
0 & \cdots & c_{i1} \\
\vdots & \ddots & \vdots \\
c_{n1} & \cdots & 0
\end{bmatrix}
$$

(7)

In this deviation matrix, each element can be value for the three values, these three values are discrete values, according to the discrete values can gradually become search method, it is +1,-1 and 0. The direction of the deviation of the particle can be sure, because it is discrete values, they can be better in the program implementation.

According to deviation matrix, we can find the improvement of (5), the improvement is one of the parameters, it can be improved in the form of (8),

$$
L(n+1) = L(n) + \lambda_1 m_1 \left[ \theta(n) - C x(n) \right] \\
+ \lambda_2 m_2 \left[ \theta(n) - C x(n) \right]
$$

(8)

According to (8), of course, it also needs to accelerate the relevant parameters were optimized, such as $\lambda_1$ and $\lambda_2$, $\theta(n)$, $x(n)$, they may represent the following equation, such as equation (9-12)

$$
\lambda_1 = \frac{\| C \| - \| C \|}{\| C \|}
$$

(9)

$$
\lambda_2 = \frac{\| T \| - \| T \|}{\| T \|}
$$

(10)

$$
\theta(n) = \frac{\| T T \| - \| T T \|}{\| T T \|}
$$

(11)

$$
x(n) = \frac{\| T T \| - \| T T \|}{\| T T \|}
$$

(12)

Therefore, we can obtain the process of the improved particle swarm optimization algorithm:

1. The configuration parameters, which set each parameter, $\lambda_1$, $\lambda_2$, $\theta(n)$ and $x(n)$, see formula(9-12);
2. Determine for each iteration standard;
3. According to the particles and iterative standard, we can get the iterative pick integral function, namely formula (8);
4. Using each iteration, namely formula (8) and (6) to determine the location of the particle and the specific search range;
5. Checking whether achieve the optimal or not;
6. If the optimal, stopping the iteration, determining the optimal solution.
3.4. The Software Implementation of Hadoop

Specific algorithm based on the above, this paper mainly with the method of frame to elaborates the specific implementation, in which mainly to read data from the global, the core algorithm is relatively simple to implement. According to the process is through the fragments of storage, all of the data samples, through sampling, determine initialization searching initial point. The second step, according to the read data using a relational database, search, here at the core of the search algorithm is proposed in this paper improved particle swarm algorithm here need to emphasize that is initialized, the normal distribution of initialization is done in the first step.

4. Simulation Results

The simulation by the developed on the basis of distributed parallel computing, the use of the resources of the platform can be through the computer simulation data storage and transmission, but its lack of topology change link, according to the reality, this experiment is modified, the modified according to the topology changes its transmission of data and transmission time. The simulation environment, include computer configuration environment. Computer configuration environment is the operating system is Windows 7, memory is 8 g, hard disk capacity is 1 t. Level of the simulation amount of data in millions, under the condition of millions of level, it can be seen that due to the initialization of the rationality of the design, there have been big reduce the execution time of the data in the Hadoop, as shown in Table 1.

| Table 1. The Data Execution Time of MapReduce in the Hadoop |
|-----------------|----------------|-----------------|-----------------|
| Map Task Number | Record number  | Data Size       | Original Method | Proposed Method |
|                 | Number         |                 | Execution time  | Execution time  |
|                 |                |                 | (sec.)          | (sec.)          |
| 10              | 1000000        | 100M            | 33              | 31              |
|                 | 5000000        | 500M            | 51              | 48              |
|                 | 10000000       | 1.0G            | 98              | 80              |
|                 | 50000000       | 5.0G            | 228             | 197             |
| 40              | 1000000        | 100M            | 29              | 25              |
|                 | 5000000        | 500M            | 32              | 33              |
|                 | 10000000       | 1.0G            | 40              | 34              |
|                 | 50000000       | 5.0G            | 146             | 123             |
| 80              | 1000000        | 100M            | 30              | 23              |
|                 | 5000000        | 500M            | 45              | 32              |
|                 | 10000000       | 1.0G            | 51              | 26              |
|                 | 50000000       | 5.0G            | 178             | 95              |
According to the simulation can be seen in Figure 2, as the record number is different, its execution time also will increase, but in the same record number, the number of map, the more the number of its data processing ability also is stronger, its execution time is less, so increasing the number of map is worth. It is one of the effective methods to improve the execution efficiency. But when the number of Map more than a certain amount of time, it will reduce the operational efficiency of execution. This is because with the increase number of map, the Hadoop performance problems gradually exposed, so the job execution efficiency reduced. It can be improved by using the particle swarm optimization algorithm mentioned above.
In Figure 3, when number of map is much, the implementation of the database into execution time also is less. But it can be seen in this paper, the proposed algorithm, for different data, namely, big data processing has very strong robustness, the time also is relatively small, improved the processing speed. We can find that in Figure 4, for using the proposed algorithm, execution time is less compared with using original method in the Hadoop. This proves that the effectiveness of the improvement in the Hadoop. So the proposed algorithm is validated by the simulation can be advanced, and it can be used in the Hadoop platform in the future.

5. Conclusions

In this paper, according to the complex interconnection network characteristics of the big data, the number of the transmission and communication of data is large, and its matching search efficiency is lower. It uses the better structure of the particle swarm algorithm and initializes, as well as the search direction problem put forward different solutions. Through simulation comparison, the proposed scheme has better performance and shorter execution time. It provides beneficial experience for the subsequent improvement of Hadoop platform.
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