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Abstract

In recent years, multi-label learning has been used to deal with data attributed to multiple labels simultaneously and has been increasingly applied to various applications. As many other machine learning tasks, multi-label learning also suffers from the curse of dimensionality; so extracting good features using multiple labels of the datasets becomes an important step prior to classification. In this paper, we study the problem of multi-label feature selection for classification and have proposed a method based on single label feature selection ReliefF, termed ML-ReliefF, to select discriminant features in order to boost multi-label classification accuracy. Compared to other multi-label feature selection methods that only consider the relationship between pairwise classes, the proposed method introduces the concept of label set to further consider the relationship among more than two labels, modifies the regulation of the nearest neighbors computation reflecting the influence between samples and multiple labels, and considers and adds the similarity between samples to reinforce the effect. With the classifier, ML-kNN, experiments on five different datasets show that the proposed method is effective in removing irrelevant or redundant features and the selected features are more discriminant for classification.
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1. Introduction

In traditional task of single-label learning, each instance is only associated with a single class label. However, in many real-world problems, one object can possess multiple concepts simultaneously, so leading to the so called multi-label learning[1-16]. The multi-label learning has soon received increased attention and is now applicable to a wide variety of domains, including text classification[3-5], gene function classification[6-8], image annotation[9], video automatic annotation[10, 11], web mining[12, 13] and so on. In the last decade, a number of multi-label classification algorithms[3-17] have been developed for multi-label data, such as Binary Relevance method[9], lazy method[15], LEAD method[17].

The curse of dimensionality[18] always causes serious problems when learning with high-dimensional data. PCA (principal component analysis)[19] and LDA (linear discriminant analysis)[20] are two classic dimensionality reduction methods. To extend to the multi-label learning, the MLSI method[21], the MDDM method[22] and some other methods[23, 24] have been proposed. However, these dimensionality reduction methods transform the high-dimensional feature space into a new, lower dimensional space with a linear or non-linear projection, which may make the features lose their original semantic information so making it difficult to remove irrelevant or redundant features. Feature
selection is a process of selecting a subset of well distinguished features from all the original features for classification. Feature selection methods can be broadly divided into two categories: filter method[18, 25] and wrapper method. In a multi-label case, Zhang incorporated feature selection mechanisms into MLNB to improve the classification performance[26]. Kong, et al. improved the classical ReliefF and F-statistic algorithms and adapted the single-label methods to multi-label data[27]. Though there exist several feature selection methods for multi-label data, multi-label feature selection is still a challenge problem. The reason is that in the multi-label case, one data point may be attributed to multiple labels simultaneously, features are not at ease to decide whether they are useful for all the multiple concepts[27].

ReliefF[25] is a classical feature selection algorithm. It utilizes the correlation between the characteristics to make similar samples close and keep heterogeneous samples apart in order to achieve the purpose of the feature selection. An extended ReliefF method, MReliefF[27], has been proposed for multi-label feature selection. It decomposes the problem into a collection of two-class problems and discussion for the cases that the “hit” and “miss” sets contain both classes is provided.

In this paper, we present a new multi-label feature selection algorithm based on ReliefF, we termed it ML-ReliefF. Some characteristics of the proposed method are highlighted below:

To study the correlation between multiple labels, we set all the labels one instance owns as a labelset of the instance. To study the correlation between the samples and the labels, we modify the calculating regulation of k nearest neighbors by using the number of same label they owns with the sample instead of the distance. To study the correlation between the samples, we add the similarities between the samples into the updating formula of feature weights.

The rest of the paper is organized as follows. In the next section, some related work is briefly introduced. The proposed ML-ReliefF method is then described in section 3 and experimental results are presented in section 4. Finally, section 5 concludes and sets out future work.

2. Related Works

2.1. Single Label ReliefF Feature Selection

Assume that there are n instances and L labels. Let $P \in R^f$ be the full set of features, $p \in P$ be a feature, $X = [x_1, x_2, ..., x_n] \in R^{n \times f}$ denote instances and let $Y = [y_1, y_2, ..., y_n] \in R^{n \times L}$ denote the instances with labels. One instance represented by $x_i \in R^f$ can be expressed as $x_i = [p_{i1}, p_{i2}, ..., p_{if}]$. It is associated with a set of labels by a binary vector $y_i = [0,1]^L_i$, and $y_i(l) = 1$ if $x_i$ belongs to the $l$ th class and $y_i(l) = 0$ otherwise. Since an instance owns multiple labels, $\sum y_i(l) \geq 1$.

For the classical ReliefF[25], the algorithm samples $m$ instances randomly from the dataset. For each sample point $x_i (1 \leq i \leq n)$, it finds $K$ nearest neighbors that belongs to the same class $C$ as $x_i$ named as Hit and for other $(L-1)$ classes (other than $C$), it also finds $K$ nearest neighbors denoted as Miss$(C)$; So the formula for updating every feature is computed as,

$$W_p = W_p - \sum_{j=1}^{K} \frac{d(p, x_{ij}, H_j)}{m \cdot K} + \sum_{C \in C(x_i)} \sum_{j=1}^{K} \frac{P(C)}{1 - P(C(x_i))} \frac{d(p, x_{ij}, M_j)}{m \cdot K}$$

(1)

Where $W_p$ denotes the value of feature $p$, $P(C)$ is the priori probability of the label class $C$, and $d(p, x_{ij}, x_j)$ is the distance between $x_{ij}$ and $x_j$ on feature $p$ (usually the Euclidian distance).
2.2. Multi-label Difficulties

As we know, in single-label feature selection, an instance has only one label. For a sample point $x$, the algorithm can straightly distinguish the other samples that have the same label with $x$, or belong to a different label $C$. Thus it is easy to update the feature weights by the $K$ nearest neighbors from Hit and Miss($C$), and select the top $D$ features. However, in the multi-label problem, the label that sample point $x$ is associated with is not one label class but a set of labels, and other samples that own a subset of the label set of $x$ may also own some labels out of the label set.

Table 1. An Example of Multi-label Difficulties

<table>
<thead>
<tr>
<th>Label Sample</th>
<th>$L_1$</th>
<th>$L_2$</th>
<th>$L_3$</th>
<th>$L_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$x_2$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$x_3$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$x_4$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. $N_{label}$ of $x_2$, $x_3$ and $x_4$ in Table 1

<table>
<thead>
<tr>
<th>Sample</th>
<th>$N_{label}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>1</td>
</tr>
<tr>
<td>$x_2$</td>
<td>2</td>
</tr>
<tr>
<td>$x_3$</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1 shows a case that $x_1$ belongs to $L_1$ and $L_3$ simultaneously, $x_2$ has the same label $L_1$ as $x_1$, but also has label $L_2$ and $L_4$, which $x_1$ isn’t associated with, so does $x_3$. Thus, how to delimit the members for Hit and Miss($C$) is a challenge.

In MReliefF[27], the difficulty is overcome by decomposing the problem into a set of pairwise two-class single-label classification problems. It works well on some image annotation tasks. Now, we want to further consider about the influence that the whole label set on each instance and each other labels out of the set in terms of feature weights. Another objective is to make the method more generalized not only for image annotation tasks, but also on other multi-label tasks.

3. Multi-label ReliefF Feature Selection

3.1. Aspects of ML-ReliefF

As one instance can have more than one labels, we define the set of all related labels as the label set, and we define the Hit and Miss($C$) by the number of the labels that each other sample point associated with and is the same as in the label set. Corresponding to that, we define and adapt the prior probabilities of the label set. In addition, we add the similarity between the sample points into the updating formula of feature weights to consider the impact from the nearest neighbors on each feature. Next we will introduce our method from three aspects in detail.

Definition of Hit and Miss($C$): For multi-label problems, we delimit all the labels that a sample point $x_i$ is attached with compose to a label set $LS_i$. For example, in Table 1 $x_1$ belongs to $L_1$ and $L_3$, we site $[L_1, L_3]$ to be the label set $LS_i$ that $x_1$ is attached with. Then we consider the computation of the Hit and Miss($C$). As the label set $LS_i$ of $x_i$ is definitive, we compute $N_{label}$ for each of the other samples. $N_{label}$ is the number of labels one remaining sample owns that appear in $LS_i$. Considering the case in Table 1, we choose $x_1$ to be the sample point and show $N_{label}$ of the other three samples in Table2. For the Hit, the remaining samples are ordered by their $N_{label}$ in descending, otherwise for Miss($C$) he samples are ordered by the $N_{label}$ in ascending.
Table 3. Results (a) Hit and (b) Miss(C)

<table>
<thead>
<tr>
<th>Sample</th>
<th>$N_{label}$</th>
<th>Sample</th>
<th>$N_{label}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>0</td>
<td>$x_4$</td>
<td>0</td>
</tr>
<tr>
<td>$x_2$</td>
<td>1</td>
<td>$x_2$</td>
<td>1</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>$x_4$</td>
<td>2</td>
</tr>
</tbody>
</table>

(a) Hit (b) Miss(C)

Table 3 shows the result of Hit and Miss(C) for Table 2. We only select the top $K$ to be the final members of the Hit and Miss(C). In summary, for the example of Table 1, assume that $K = 1$, we select the first sample of Hit and Miss(C) in Table 3, so finally the member in Hit of sample point $x_1$ is $x_1$, the member in Miss($L_2$) is $x_4$ and in Miss($L_4$) is $x_4$ too.

Prior probability of the label set: After we delimit the concept of label set for instance $x_i$, the prior probability $P(C(x_i))$ in Eqn.(1) should be reconsidered. In single label ReliefF feature selection, the $P(C(x_i))$ is computed simply as,

$$P(C(x_i)) = \frac{N_{C(x_i)}}{n} \quad (2)$$

$N_{C(x_i)}$ is the number of the instances that have the same label with $x_i$, and $n$ is the number of all instances. Because one instance is associated with a set of labels, and for other instances, one may be associated with multiple labels in the label set. So we redefine the $N_{C(x_i)}$ as $N_{LS_i}$, given by

$$N_{LS_i} = \bigcup_{C(x_i) \in LS_i} N_{C(x_i)} \quad (3)$$

With $N_{LS_i}$ in Eqn.(3) substituted into Eqn.(2), we obtain the new computation of the prior probability of the label set $LS_i$ as,

$$P(LS_i) = \frac{N_{LS_i}}{n} = \frac{\bigcup_{C(x_i) \in LS_i} N_{C(x_i)}}{n} \quad (4)$$

Consideration of similarity: The aim of the single label ReliefF feature selection is to select a subset of the most discriminant features by making similar samples closer and keeping heterogeneous samples further away. In multi-label ReliefF method, we want to take the similarity between the sample point $x_i$ and other samples into consideration. That means in the updating formula of feature weights, we also compute and consider the distance as itself multiplied by the similarity between $x_i$ and each of the corresponding $K$ nearest neighbors in Hit and Miss(C) as,

$$\sum_{j=1}^{K} \frac{d(p, x_i, H_j)}{\sum_{j=1}^{K} sim_{i,j}} \quad (5)$$

$$\sum_{j=1}^{K} \frac{d(p, x_i, M_j)}{\sum_{j=1}^{K} sim_{i,j}} \quad (6)$$
sim_{i,j} in Eqn.(5) gives the similarity between \( x_i \) and \( H_j \) (a member of Hit), and Eqn.(6) gives the similarity between \( x_i \) and \( M_j \) (a member of Miss(\( C \))). Whether in the Hit and Miss(\( C \)), the neighbors that have a greater similarity with \( x_i \) are closer to \( x_i \). We use cosine to measure the similarity, so \( sim_{i,j} \) is computed as,

\[
sim_{i,j} = \frac{1}{1 + \cos_{r,i}} \quad (7) \quad \cos_{r,i} = \frac{\sum_{p=1}^{f} x_i^p \cdot H_j^p}{\sqrt{\sum_{p=1}^{f} (x_i^p)^2} \sqrt{\sum_{p=1}^{f} (H_j^p)^2}} \quad (8)
\]

Eqn.(8) shows the computation of \( \cos_{r,i} \) between \( x_i \) and \( H_j \), the calculation of the cosine between \( x_i \) and \( M_j \) is similar. In this way, the label information has been considered by adding correlations between the instances in multi-label feature selection.

3.2. ML-ReliefF Algorithm

From the above aspects, we come to the updating formula for the feature weights as,

\[
W_p = W_p - \frac{\sum_{j=1}^{K} \cos_{i,j} \cdot d(p, x_i, H_j) \cdot \left( \sum_{j=1}^{K} \frac{1}{m} \sum_{j=1}^{K} P(C \mid x_i) \cdot \cos_{i,j} \right) \cdot \frac{d(p, x_i, M_j)}{m \sum_{j=1}^{K} \cos_{i,j}}}{m \sum_{j=1}^{K} \cos_{i,j}}
\]

The Algorithm below shows the procedure.

```
Algorithm ML-ReliefF
Input: Instance-Feature matrix \( X \), Instance-Label matrix \( Y \).
       Number of samples \( m \). Number of nearest neighbors \( K \).
Output: Vector of feature weights \( W \).
Method:
(1) Initialize \( W \) that \( W_p = 0(p = 1; f) \)
(2) For \( t = 1; m \)
(3) Randomly select a sample \( x_i \) and get the corresponding label set \( LS_i \)
(4) Find the Hit of \( x_i \) with label set \( LS_i \)
(5) For \( C \not\in LS_i \)
(6) Find the Miss(\( C \)) of \( x_i \)
(7) For \( p = 1; f \)
(8) Update the feature weights as Eqn. (9)
(9) End for
(10) End for
(11) End for
```

4. Experiment

A series of experiments were conducted on four different kinds of multi-label datasets. Table 4 summarizes the descriptions of these datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Type</th>
<th>Train</th>
<th>Test</th>
<th>Label</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
<td>images</td>
<td>1200</td>
<td>800</td>
<td>5</td>
<td>294</td>
</tr>
<tr>
<td>Human</td>
<td>biology</td>
<td>1862</td>
<td>1244</td>
<td>14</td>
<td>440</td>
</tr>
<tr>
<td>Plant</td>
<td>biology</td>
<td>588</td>
<td>390</td>
<td>12</td>
<td>440</td>
</tr>
<tr>
<td>Medical</td>
<td>text</td>
<td>645</td>
<td>333</td>
<td>45</td>
<td>1449</td>
</tr>
</tbody>
</table>

Different from the conventional classification problem, the multi-label classification requires more complex evaluation metrics. We used the F1 score [27] and five evaluation metrics described in [15]. We used the multi-label classifier: ML-kNN [15] to evaluate the performance of
different feature selection algorithms, in which we set the number of the nearest neighbors in ML-kNN to 10. The reasons for choosing the ML-kNN classifier are as follows: It is a classifier with simple approach but good performance. And it is a multi-label classifier that is widely applied and used.

In the experiments, the proposed algorithm was compared with three other methods:
(1) ORI[18]: using all features (no selection); (2) single-label ReliefF[19]; (3) MDDM[22]: It is a feature extraction method. For the multi-label dimensionality reduction, there are many feature extraction methods that give good performance but few feature selection methods. We compare our method with MDDM to verify its effectiveness; (4) MReliefF: It is the first and perhaps the only existing multi-label feature selection method based on ReliefF[27]. The authors have verified the superiority of MReliefF over the BR-ReliefF and LP-ReliefF, which are based on problem transformation.

4.1. Comparison of Feature Selection Methods

In the experiments, for the ReliefF, MReliefF and ML-ReliefF, the parameter $K$ was set to 1 on the Medical and 3 on the other three datasets. We also set parameter $m$ (the number of samples) to 300. The latter part of this section will illustrate the reasons for the selection of these parameters.

Fig.1 shows the F1 scores of different methods with classifier ML-KNN for every 10 percentage. From the results, one can see that on the Image dataset the performances of the proposed method and other methods are almost the same; but on the other three datasets, our multi-label feature selection method performed better than the other methods on the F1 score, indicating that our multi-label feature selection method can be better suited for more types of datasets than other methods.

![Figure 1. Comparisons of Classification Results using different methods with MicroF1](image)

With the result of F1 score on different dimensions, we chose the part that both the MReliefF and ML-ReliefF perform well to compare their average precision. For the Image set, we chose the dimensions between 215 and 265, and for the Human, Plant and
Medical, sets we chose the dimensions between 20 and 60, 65 and 115, 850 and 895. With each dataset, we compared the two methods every five dimensions. In Fig.2, the average precisions and comparisons between MReliefF and ML-ReliefF on four datasets are given.

![Figures](a) Average Precision on Image
(b) Average Precision on Human
(c) Average Precision on Plant
(d) Average Precision on Medical

**Figure 2. Comparisons between MReliefF and ML-ReliefF with Average Precision**

From the results, one can see that on the Image dataset, the two methods have the same good performance and on the other datasets, the ML-ReliefF outperforms the MReliefF. As on the Plant and Human, the proposed method achieved 3% higher average precision than MReliefF, and about 10% on Medical.

In Table 5, we chose the selected dimensions which we regarded both methods gave good performance, as it has been shown in Fig.2. It can be seen that for the Image dataset, the proposed method works as well as the MDDM and MReliefF. As the number of dimensions increases, our multi-label feature selection method yields a much better performance, especially on the Medical dataset than the MReliefF. We attribute this to two reasons:

1. In certain datasets, one can find that there are some labels which are only attached with one sample, so if one uses the MReliefF, one may lose information on the nearest neighbors. The proposed method, which uses labelsets, can avoid this problem to a certain degree.
2. As the number of features increases, distance can’t be a good measure for computation of nearest neighbors. So we use the number of the labels which the test sample and train samples both contains to choose the nearest neighbors which makes the similarity measure performance better.
4.2. Consideration of Parameters

In ML-ReliefF, we consider two parameters: the number of nearest neighbors $K$ and the number of training samples $m$.

For $K$, we have mentioned that for high-dimensional data, it is sparse but one sample may still have a few similar neighbors. To maintain the integrity of the information of the data, we should select smaller values for $K$. As the Medical dataset is very sparse, we set the value of $K$ on Medical to 1. On other datasets we test and validate the value of $K$ from 1 to 5 as shown in Fig.3.

For $m$, as we know, when the number of the training samples increases, the average precision increases, but the computational time also increases. So one needs to find a balance for $m$ to make both the performance and the time optimal. We tested $m$ from 100 to 500 on the datasets besides the Medical and the results are shown in Fig.4.

### Table 5. Compare the ML-Relief to other Methods with Different Evaluation Metrics

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Dimension</th>
<th>Metrics</th>
<th>ORI</th>
<th>ReliefF</th>
<th>MDDM</th>
<th>MReliefF</th>
<th>ML-ReliefF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
<td>260</td>
<td>Hamming Loss</td>
<td>0.1722</td>
<td>0.1823</td>
<td>0.1700</td>
<td>0.1796</td>
<td>0.1712</td>
</tr>
<tr>
<td></td>
<td></td>
<td>One-error</td>
<td>0.3237</td>
<td>0.3375</td>
<td>0.3075</td>
<td>0.3225</td>
<td>0.3100</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coverage</td>
<td>0.9663</td>
<td>1.0215</td>
<td>0.9425</td>
<td>0.9625</td>
<td>0.9501</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ranking Loss</td>
<td>0.1755</td>
<td>0.1813</td>
<td>0.1679</td>
<td>0.1712</td>
<td>0.1724</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Average Precision</td>
<td>0.7916</td>
<td>0.7806</td>
<td>0.8008</td>
<td>0.7953</td>
<td>0.7993</td>
</tr>
<tr>
<td>Human</td>
<td>25</td>
<td>Hamming Loss</td>
<td>0.0831</td>
<td>0.0841</td>
<td>0.0818</td>
<td>0.0833</td>
<td>0.0816</td>
</tr>
<tr>
<td></td>
<td></td>
<td>One-error</td>
<td>0.6037</td>
<td>0.6847</td>
<td>0.5772</td>
<td>0.6287</td>
<td>0.5828</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coverage</td>
<td>2.4051</td>
<td>2.7632</td>
<td>2.3328</td>
<td>2.4782</td>
<td>2.3111</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ranking Loss</td>
<td>0.1611</td>
<td>0.1896</td>
<td>0.1561</td>
<td>0.1723</td>
<td>0.1549</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Average Precision</td>
<td>0.5811</td>
<td>0.5148</td>
<td>0.5942</td>
<td>0.5656</td>
<td>0.5955</td>
</tr>
<tr>
<td>Plant</td>
<td>95</td>
<td>Hamming Loss</td>
<td>0.0870</td>
<td>0.0886</td>
<td>0.0848</td>
<td>0.0883</td>
<td>0.0868</td>
</tr>
<tr>
<td></td>
<td></td>
<td>One-error</td>
<td>0.6641</td>
<td>0.7253</td>
<td>0.6256</td>
<td>0.6667</td>
<td>0.6308</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coverage</td>
<td>2.4231</td>
<td>2.7658</td>
<td>2.3615</td>
<td>2.3062</td>
<td>2.2730</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ranking Loss</td>
<td>0.2110</td>
<td>0.2431</td>
<td>0.2053</td>
<td>0.2037</td>
<td>0.1957</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Average Precision</td>
<td>0.5365</td>
<td>0.4856</td>
<td>0.5604</td>
<td>0.5411</td>
<td>0.5641</td>
</tr>
<tr>
<td>Medical</td>
<td>890</td>
<td>Hamming Loss</td>
<td>0.0171</td>
<td>0.0277</td>
<td>0.0238</td>
<td>0.0237</td>
<td>0.0165</td>
</tr>
<tr>
<td></td>
<td></td>
<td>One-error</td>
<td>0.2643</td>
<td>0.6934</td>
<td>0.4174</td>
<td>0.4028</td>
<td>0.2637</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coverage</td>
<td>2.7237</td>
<td>6.4579</td>
<td>4.1051</td>
<td>3.7024</td>
<td>2.9279</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ranking Loss</td>
<td>0.0425</td>
<td>0.1264</td>
<td>0.0683</td>
<td>0.0756</td>
<td>0.0473</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Average Precision</td>
<td>0.7957</td>
<td>0.4387</td>
<td>0.6739</td>
<td>0.6758</td>
<td>0.7938</td>
</tr>
</tbody>
</table>

*Figure 3. Comparisons of Different Values of $K$*
From the experiment results in Fig.3 and Fig.4, we can see that for parameter \( K \), both MReliefF and ML-ReliefF yield good performance at the value of 3. For parameter \( m \), after the value reaches 300, the classification results become flat. So in our experiments, we set the parameter \( K \) to 3 and parameter \( m \) to 300.

All the results of the experiments demonstrate the effectiveness of the proposed method, with which, the selected features represent the most discriminant characteristics.

5. Conclusion and Future Work

In this paper, we present a new feature selection method for multi-label data called ML-ReliefF. The method introduces the concept of label set, modifies the calculation and regulation of the nearest neighbors and adds the similarities between the samples into the updating formula of feature weights. The proposed method works better than the MReliefF on most datasets when used with the ML-kNN classifier, in terms of the classification accuracy. The proposed ML-ReliefF can still be improved in several aspects. For instance, the correlations between labels can be further taken into account. The future work will focus on how to explore the label correlations into the multi-label feature selection.
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