Visualization and the understanding of multidimensional data using Genetic Algorithms: Case study of load patterns of electricity customers
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Abstract

Visualization is the process of transforming data, information, and knowledge into visual form, making use of humans’ natural visual capabilities. Different methodologies are available for analyzing large multidimensional data sets and providing insights with respect to scientific, economic, and engineering applications. This problem has traditionally been formulated as a non-linear mathematical programming. In this paper, we formulate the data visualization problem as a quadratic assignment problem. However, this formulation is computationally difficult to solve optimally using an exact approach. Consequently, we investigate the use of the genetic algorithm for the data visualization problem. To examine capabilities of proposed method, we use a demand database by electricity customers, and compare the results with results by Self Organizing Maps (SOMs). This can be concluded that this approach generates higher quality output.
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1. Introduction

In the last twenty years, the volume of available data has increased exponentially because of the extensive use of electronic data gathering devices, such as point-of-sale remote sensing devices. Data-mining tools extract information from data by finding patterns, threads and relationships. To do this, a data-mining tool uses a hybrid of statistical and artificial intelligence methodologies such as pattern recognition, classification, categorization and learning [1, 2].

Data mining activities include both undirected and directed approaches. Directed data mining focuses on one target variable, whereas in undirected data mining, the goal is to understand the relationship amongst all of the variables. Data visualization is a key component of undirected data mining [3].

Since human vision is endowed with the classification ability for graphic figures, it would greatly help solving the problem if the data could be
graphically transformed for visualization. However, human vision is only useful for figures with low dimensions [4].

The visualization of data plays an important role in data mining. This is a difficult problem since the data is usually high dimensional, that is, the number of attributes is large, whereas the data can only be visualized in two or three dimensions. While it is possible to visualize two or three attributes at a time, a better alternative is often to map the data to two or three dimensions in a way that preserves the structure of the relationships (that is, distances) between instances [5].

More specifically, data visualization reveals relationships in data sets that are not evident from the raw data, by using mathematical techniques to reduce the number of dimensions in the data set while preserving the relevant inherent properties. The data are presented in visual form, usually in two or three dimensions. The smaller number of dimensions can be easily evaluated by human observation. The problem then involves taking a set of data points in a high-dimensional space and locating these points in a lower-dimensional space such that a relevant measure of distance is preserved [6]. This problem has traditionally been formulated as a non-linear mathematical programming problem. The major focus of this research is to apply the Genetic Algorithm to visualize data.

The rest of the paper is organized as follows. Section 2 reviews relevant works in data visualization. Section 3 introduces modeling the problem as a quadratic assignment problem. Section 4 discusses Genetic Algorithms to solve this problem in detail. Section 5 presents a case study to evaluate the technique, and compares it with Self Organizing Maps (SOM). Section 6 concludes the paper.

2. Literature review

The most common data visualization methods allocate a representation for each data point in a lower-dimensional space and try to optimize these representations so that the distances between them are as similar as possible to the original distances of the corresponding data items. The methods differ in that how the different distances are weighted and how the representations are optimized. Linear mapping, like principle component analysis, is effective but cannot truly reflect the data structure. Non-linear mapping, like Sammon projection [7], Multi-Dimensional Scaling (MDS) [5, 8] and Self Organizing Map (SOM) [9, 10], requires more computation but is better at preserving the data structure.

2.1. Using linear equation to estimate nonlinear equation
The first approach involves solving the nonlinear equations relating these measurements iteratively. Commonly used techniques include linearization via Taylor series expansion [11, 12], steepest descent method [13], and Newton-type iteration [14]. Although this approach can attain optimum estimation performance, it is computationally expensive, and sufficiently precise initial estimates are required to obtain the global solution. On the other hand, the second approach, which allows real-time realization and ensures global convergence, reorganizes the nonlinear equations into a set of linear equations by introducing an extra variable that is a function of the source position. The linear equations can then be solved straightforwardly by applying least squares (LS), as in the spherical interpolation (SI) technique [15, 16].

2.2. Sammon’s Mapping (SM)

Sammon Jr. [7] introduced a method for nonlinear mapping of multidimensional data into a two- or three-dimensional space. This nonlinear mapping preserves approximately the inherent structure of the data and thus is widely used in pattern recognition.

Sammon indicated that one of the limitations of a nonlinear algorithm is the small number of vectors (data points) it can handle. Even with today’s fast computers, nonlinear optimization techniques are usually slow and inefficient for large data sets. Discrete optimization techniques provide a possible alternative for the data visualization problem.

The procedure to minimize the mapping error is sensitive to the learning rate and is only practically useful for problems with low dimensions. De Backer et al. introduced a better algorithm to minimize the error function [8].

2.3. Multi-Dimensional Scaling (MDS)

MDS [5, 8] refers to a class of algorithms that visualize proximity relations of objects by distances between points in a low-dimensional Euclidean space. MDS algorithms are commonly used to visualize proximity data (i.e., pairwise dissimilarity values instead of feature vectors) by a set of representation points in a suitable embedding space. For detailed discussions on this subject, readers are referred to monographs by Borg and Groenen [5].

In MDS, the minimization problem is non-convex and sensitive to local minima. Klock and Buhmann (2000) developed a deterministic annealing approach to solve such minimization problems.

The only difference between Sammon’s mapping and the nonlinear metric MDS is that (excluding the constant normalizing factor) the errors in distance preservation are normalized by the distance in the original space. Due to normalization, the preservation of small distances will be emphasized.
2.4. Self-Organizing Maps (SOM)

SOM, proposed by Kohonen [9, 10], is a class of neural networks trained in an unsupervised manner, using competitive learning. It is a well-known method for mapping a high-dimensional space onto a low-dimensional one. It is popular to consider mapping onto a two-dimensional grid of neurons. The method allows putting complex data into order, based on their similarity, and shows a map by which the features of the data can be identified and evaluated. A variety of realizations of SOM has been developed [9, 17].

The SOM architecture consists of two fully connected layers: an input layer and a Kohonen layer. Neurons in the Kohonen layer are arranged in a one- or two-dimensional lattice. The SOM architecture consists of two fully connected layers: an input layer and a Kohonen layer. Neurons in the Kohonen layer are arranged in a one- or two-dimensional lattice. The number of neurons in the input layer matches the number of attributes of the objects. In the input layer each neuron has a feed-forward connection to each neuron in the Kohonen layer [18].

Kohonen’s SOM and Sammon’s nonlinear mapping are topology- and distance-preserving mapping techniques commonly used for multivariate data projections. However, the computations for both techniques are high.

2.5. Discrete optimization

Discrete optimization techniques provide a possible alternative for the data visualization problem. Discretizing the data visualization problem may result in a large-scale quadratic assignment problem that is very difficult to solve.
Roselyn Abbiw-Jackson[19] used the divide and conquer algorithm to solve the quadratic assignment problem (QAP).

3. Modeling

Let $M$ be a set with $n$ points in $m$-dimensional space. The data visualization problem is locating any $p$-dimensional point in $M$ to $q$-dimensional space ($q < m$ and $q = 2$ or $3$) such that a relevant measure of distance is preserved. We use discrete optimization techniques to solve it. Therefore, we approximate the continuous $q$-dimensional space by a lattice $N$ while each cell has a center point. On the other hand, the data visualization problem is similar to assigning $m$ points to $q$-dimensional points. The decision variables are given by:

$$x_{ik} = \begin{cases} 1, & \text{if the } i^{th} \text{ instance is assigned to lattice point } k \in N \\ 0, & \text{Otherwise} \end{cases}$$  \hspace{1cm} (1)

Therefore, data visualization problem can be written as follows:

$$\min \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k \in N} \sum_{l \in N} F(D_{ij}^{\text{old}}, D_{ij}^{\text{new}}) x_{ik} x_{jl}$$

subject to $\sum_{k \in N} x_{ik} = 1, \forall i$

$x_{ik} \in \{0,1\}$.

Where, $D_{ij}^{\text{new}} \in R^q \times R^q$ is a matrix measuring the distance between $n$ given instances, $D_{ij}^{\text{new}} \in R^q \times R^q$ is a new distance matrix between assigned instances in the $q = 2$ or $3$ dimensional space and $F$ is a function of the deviation between the differences between the instances in the original space and the new $q$-dimensional space. Choices for $F$ include the functions for Sammon mapping and classical scaling, and all objective functions for nonmetric scaling. By using Sammon mapping as objective function, data visualization problem can be formulated as:

$$\min \frac{1}{\sum_{i=1}^{m} \sum_{j=1}^{n} d(i,j)} \sum_{i=1}^{m} \sum_{j>i}^{m} \sum_{k=1}^{n} \sum_{l=1}^{n} \left( \frac{(d(i,j) - d^*(k,l))^2}{d(i,j)} \right) x_{ik} x_{jl}$$

subject to $\sum_{k=1}^{n} x_{ik} = 1, \forall i$

$x_{ik} \in \{0,1\}$.

Where, $d(i,j)$ is distance (usually Euclidean distance) between original points in space of $R^m$ and $d^*(k,l)$ is distance between lattice points in space of $R^q$.

The number of cells is determined with regards to requirement of data visualization method. A problem with points spread out will require a larger grid than one with points clustered together. The larger the grid, the more
accurate the final result. To scale the cells (in $q$-dimensional space) and the given data set, we find the greatest distance between the pairs of points in given data set. Let this distance be $a$ and the greatest distance in the chosen lattice $N$ be $b$. Then, we multiply all original distances between points in $M$ by $b/a$, so that our lattice is scaled to the given problem. The problem of assigning $m$ points to $n$ lattice points cannot be treated as a linear assignment problem because a linear assignment problem assumes that the cost of assignment of one point to a lattice point does not depend on the assignment of the other points. However, this is not the case for data visualization problems. Therefore, this problem is a quadric assignment problem (QAP) whose objective function is convex and it can have many local solutions. On the other hand, space of this problem is very large and decision variables are internally depended.

Any solution method can be used to solve this problem but it should be effective in circumstance of problem. Proposed solution method here is Genetic Algorithms (GA). GA is appropriate for solving complicated search/optimization problems where the number of local optima is large or very large.

4. Genetic algorithm

Meta-heuristic methods are preferred against other optimization methods primarily when there is a need to find good heuristic solutions to complex optimization problems with many local optima and little inherent structure to guide the search [20]. The meta-heuristic approach to solve such problem is to start by obtaining an initial solution or an initial set of solutions and then initiating an improving search guided by certain principles. The most widely used meta-heuristic is in fact GA and its variants [21-25].

GA is a nature inspired approach to large scale combinatorial optimization problems. The underlying motivation of such algorithms is an attempt to borrow ideas from the selection process in nature which develops complex and well adapted species through relatively simple evolutionary mechanisms. The basic idea is to adapt these simple evolutionary mechanisms to combinatorial optimization problems. The first genetic algorithm for optimization problems was proposed by Holland [26] in 1957.
Genetic algorithms (GA) have been found to be applicable to optimization problems that are intractable for exact solutions by conventional methods [26, 27]. In each step, a subset of the current set of solutions is selected based on their performance and these solutions are combined into new solutions. The operators used to create the new solutions are survival, where a solution is carried to the next iteration without change, crossover, where the properties of two solutions are combined into one, and mutation, where a solution is modified slightly. The same process is then repeated with the new set of solutions, Fig. 2. The crossover and mutation operators depend on the representation of the solution but not on the evaluation of its performance.

The selection of solutions, however, does depend on the performance. The general principle is that high performing solutions (which in genetic algorithms are referred to as fit individuals) should have a better chance of both surviving and being allowed to create new solutions through crossover. For genetic algorithms and other evolutionary methods the defining element is the innovative manner in which the crossover and mutation operators define a neighborhood of the current solution. This allows the search to quickly and intelligently traverse large parts of the solution space.

4.1. Chromosome representation and decoding

Fig. 2. The flow diagram of Genetic Algorithm.
In order to apply a genetic algorithm to a specific problem, a suitable encoding or representation must first be devised. In this encoding, a solution to the problem is represented by a set of parameters. These parameters (known in genetic terminology as genes) are joined together in a string of values that represents or encodes the solution to the problem. In genetic terminology, this string is referred to as a chromosome or individual. The genetic algorithm approach proposed in this paper uses a random key $U(0, m)[28]$ to encode the chromosomes. In this technique, each gene is a uniform random number between $0$ and $m$. Therefore, a chromosome is encoded as a vector of random numbers. In our algorithms, each chromosome is made of $n$ genes, $g_i$, therefore, chromosomes in population can be shown as Fig. 3. Where, $n$ is number of instances and each gene in chromosome, $g_i$, shows that the $i^{th}$ data point in original space assign to $g_i$ cell in lattice.

To satisfy the constraint of model that any instance can only assign to one cell in lattice, check chromosomes across evolution. This is accomplished by removing the unfeasible chromosomes in population and product new feasible chromosome.

In order to evaluate the fitness of an individual, it is necessary to decode its chromosome into the corresponding solution to the problem; this value measures the quality or merit of the solution associated with that chromosome. Fitness function in this paper is the objective function defined in (3).

At any iteration, the genetic algorithm evolves the current population of chromosomes into a new population, using selection, crossover and mutation mechanisms.

**Fig. 3. Chromosome representation.**

### 4.2. Selection

Different types of selections can be implanted in the described data visualization model, but only the method called roulette wheel selection is used as the selection operator in this research.

Roulette wheel selection is an example of proportional selection operator where fitness values are normalized (e.g. by dividing each fitness value by the maximum fitness value). The probability distribution can then be seen as a Roulette wheel, where the size of each slice is proportional to the normalized
selection probability of an individual. Selection can be likened to the spinning of a roulette wheel and recording which slice ends up at the top; the corresponding individual is then selected.

4.3. Crossover

Six types of crossover are used for solving the data visualization: 1-point, 2-point, 3-point, 4-point, 5-point and uniform crossover. The 1-point crossover randomly determines a cross-point in the length of the chromosome, combines the left part of the chromosome of the first parent with the right side of the chromosome of the second parent to form the first offspring. A second offspring is inversely generated. The 2-point crossover implies two cross-points. The first offspring has the beginning and the last parts of the chromosome of the first parent and the middle portion of the second one. The second offspring is again inversely generated. Another point cross over is similar to 2-point crossover. The procedure is quite different for the uniform crossover. With this type of crossover, a random number between 0 and 1 is selected for each bit of the chromosome ($p_c \sim U(0,1)$). If random number is smaller than $p_c$, then the first offspring uses the bit of the first parent at this position. Otherwise, when random number is greater than $p_c$, the first offspring takes the bit of the second parent at this position, Fig. 4.

| Parent 1: | (1, 23, 2, ..., 49) |
| Parent 2: | (51, 9, 37, ..., 43) |
| Random number: | (0.32, 0.81, 0.47, ..., 0.69) |
| (<=0.5, >0.5, <=0.5, ..., >0.5) |
| Offspring: | (8, 9, 2, ..., 43) |

Fig. 4. Parameterized uniform crossover example.

4.4. Mutation

The aim of mutation is to introduce new genetic material into an existing individual; that is, to add diversity to the genetic characteristics of the population. Mutation is used in support of crossover to ensure that the full range of allele is accessible for each gene. Mutation is applied at a certain probability, $p_m$, to each gene of the offspring, to produce the mutated offspring. The mutation probability, also referred to as the mutation rate, is usually a small value, $p_m \in [0, 1]$, to ensure that good solutions are not distorted too much and over a certain level, the mutation could turn the genetic algorithm into a simple random walk, meaning a lost in the efficiency associated to the search strategy.

5. Case study
In order to compare the proposed technique (QAP-GA) and the well-known Self Organizing Maps algorithm (SOM), a real-life case is considered here. Used data set in this research includes 24-hour electrical load of 366 days starting from 20 March 2008 in Esfahan. Therefore, we have 366 instances with 24 attributes, which any attribute is as an hour (a label number for all the daily load curves).

The dimension of the output map in this research is assumed to be two \( (q=2) \), because most visible media (for example: paper, monitor panel and etc.) are 2-dimensional. The output map is a \( 60 \times 60 \) grid square.

Similarity of resulted solutions and data point in original data set is calculated by the subjective function in equation (3). This criterion is used to compare the proposed model (QAP-GA) and SOM. The methods are run on a 2Core, 1.6 GHz machine with 1 GB RAM under WINXP platform.

5.1. Visualization by using SOM

To solve the data visualization problem for our case study, we run Clementine 12.0 built into SPSS software with the following modification of the default settings: width=60, length=60, learning rate decay: exponential, Phase1 neighborhood= 32, Phase1 initial Eta=0.1, Phase1 cycles=200.

As mentioned in Section 2.4, using the SOM-based approach we can decide visually on the distribution of subjects in the \( m \)-dimensional space in accordance with their distribution among the cells of the table. However, if we have to evaluate the interlocation of subjects, we can assume that the subjects from the closer cells of the table are more similar. The combined mapping should be used in search for the answer to the question whether our assumption on the similarity of subjects is right or wrong. Regarding sensitivity of SOM technique to initial weight of neurons, it results indifferent solution in each run but the best solution 0.18147 was found by using subjective function as similarity criteria.

5.2. Visualization by using Genetic algorithm

The Genetic Algorithm is implemented in visual studio C# (2008). A total of 100 runs are conducted by GA. A different seed for the generation of random numbers is used to start a run. A run is considered to be a success if the value obtained by the algorithm is the least in resulted solutions.

The most important and perhaps the most difficult task in binary coded GA is to find the most appropriate combination of parameters occurring in a GA which is termed as parameter fine tuning. To achieve this goal, we have carried
out an extensive experiment of various possible combinations of crossover probabilities \((p_c)\) and mutation probabilities \((p_m)\). The stopping criterion is a maximum of 2000 generations, or if no improvement is observed in the best individual in consecutive 100 generations. We allow \(p_c\) to vary from 0.5 to 0.9 (increment 0.1), \(p_m\) from 0.001 to 0.003 (increment 0.01) and population size from 50 to 500 (increment 50). An empirical study is made on the results to find the recommendable \(p_c\) and \(p_m\). Results of these analyses are shown in Table 1 and Table 2.

The recommended values of the \(p_c\) and \(p_m\) are shown in Table 3. We do not claim that these parameter settings are the best for any problem in general, but these values are recommended since they are found to be repeatedly giving good results for most problems, and hence they are appropriate settings to choose when the overall performance of algorithm is considered.

The best solution using parameters of Table 3 is 0.1514. By comparing this solution and the solution of SOM technique, superiority of this solution is apparent. Therefore, the result of QAP-GA is more precise and can be used for this case.

### Table 1: Results of genetic algorithm with different initial population size and number of crossover points.

<table>
<thead>
<tr>
<th>Initial population size</th>
<th>500</th>
<th>450</th>
<th>400</th>
<th>350</th>
<th>300</th>
<th>250</th>
<th>200</th>
<th>150</th>
<th>100</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.28</td>
<td>0.29</td>
<td>0.29</td>
<td>0.3</td>
<td>0.31</td>
<td>0.32</td>
<td>0.34</td>
<td>0.36</td>
<td>0.39</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>0.28</td>
<td>0.28</td>
<td>0.29</td>
<td>0.3</td>
<td>0.31</td>
<td>0.32</td>
<td>0.34</td>
<td>0.35</td>
<td>0.38</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>0.27</td>
<td>0.28</td>
<td>0.29</td>
<td>0.3</td>
<td>0.31</td>
<td>0.32</td>
<td>0.33</td>
<td>0.34</td>
<td>0.34</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>0.27</td>
<td>0.28</td>
<td>0.29</td>
<td>0.3</td>
<td>0.3</td>
<td>0.32</td>
<td>0.33</td>
<td>0.33</td>
<td>0.34</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>0.27</td>
<td>0.28</td>
<td>0.29</td>
<td>0.3</td>
<td>0.3</td>
<td>0.31</td>
<td>0.31</td>
<td>0.32</td>
<td>0.33</td>
<td>0.33</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2: Results of genetic algorithm with different initial population size and crossover probability.

<table>
<thead>
<tr>
<th>Initial population</th>
<th>500</th>
<th>450</th>
<th>400</th>
<th>350</th>
<th>300</th>
<th>250</th>
<th>200</th>
<th>150</th>
<th>100</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
<td>0.16</td>
<td>0.17</td>
<td>0.19</td>
<td>0.16</td>
<td>0.21</td>
<td>0.27</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>0.16</td>
<td>0.17</td>
<td>0.17</td>
<td>0.16</td>
<td>0.18</td>
<td>0.19</td>
<td>0.2</td>
<td>0.21</td>
<td>0.26</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>0.17</td>
<td>0.17</td>
<td>0.16</td>
<td>0.18</td>
<td>0.18</td>
<td>0.2</td>
<td>0.22</td>
<td>0.24</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td>0.17</td>
<td>0.17</td>
<td>0.19</td>
<td>0.23</td>
<td>0.24</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td>0.16</td>
<td>0.17</td>
<td>0.15</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
<td>0.18</td>
<td>0.24</td>
<td>0.23</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>0.17</td>
<td>0.17</td>
<td>0.15</td>
<td>0.18</td>
<td>0.18</td>
<td>0.17</td>
<td>0.18</td>
<td>0.24</td>
<td>0.23</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td>0.19</td>
<td>0.18</td>
<td>0.18</td>
<td>0.16</td>
<td>0.22</td>
<td>0.24</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>0.16</td>
<td>0.16</td>
<td>0.18</td>
<td>0.19</td>
<td>0.19</td>
<td>0.2</td>
<td>0.2</td>
<td>0.24</td>
<td>0.26</td>
<td>0.26</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: Genetic parameters used.
6. Customer patterns classification

It came in previous section that QAP-GA map would result in a better and more precise solution compared to SOM technique. Therefore, we use the solution of QAP-GA to group (aggregate) and classify (disaggregate) electrical customer patterns. QAP-GA is used as a classification tool through the analysis of the influence of the form of the 366 data set arrays used to feed and train the map.

Thus, each 366 data set array reflects the load behavior associated to a day demand included in the case study (see Section 5).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_c$</td>
<td>0.7</td>
</tr>
<tr>
<td>$p_m$</td>
<td>0.002</td>
</tr>
<tr>
<td>population size</td>
<td>400</td>
</tr>
</tbody>
</table>

Fig. 5. Resulted map of the best chromosome resulted of QAP-GA method
It should contain the necessary information to evaluate the affiliation of each elemental demand to a cluster. From the viewpoints of the authors and technical interests (demand response and distributed generation), it is necessary to find similar load characteristics. This can be reached through field measurements performed by the customer or by commercializing to obtain, reduce, and manage energy and power costs.

An alternative labeling to the one proposed in Section 5 is used for a better understanding of results. By means of this labeling, a number is assigned to each load profile following the next criterion: the last two digits indicate the day of the month and the initial remaining ones the corresponding month (mm/dd). Thus, a label map allows the identification of daily load data assigned to each cell. The information contained in the daily load curves is directly presented to the map.

Finally, the selection of the number of clusters is another significant task. This number, a subjective value, should be a reasonable option; but in this case visual inspection helps the researcher to decide the clustering.

As shown in Fig. 5, daily load behavior can be classified to 11 clusters while located days in any cluster have similar demand pattern. These clusters and days belonging to each one are given in Table 4. As is shown in this table, days can be divided into different classes. The most attractive regions are: region 1 which includes cold days in year. Electrical load pattern in these days is the

| Table 4: Classify days respect to their electrical load pattern |
|---------------------|---------------------|
| Days                | Region |
| 324, 317, 318, 511, 428, 629, 303, 608, 615 | 2 |
| 210, 713, 815, 910, 816, 820, 311 | 3 |
| 1106, 624, 1004 | 4 |
| 627, 828 | 5 |
| 819 | 6 |
| 405, 520 | 8 |
| 631 | 9 |
same (see Fig.6-a) with low load during the year. This region includes almost half of all days in the database.

Another important cluster is region 7. Electrical load pattern in this region is different than region 1. This disparity resulted from seasonal temperature changes and different applied electronic devices. These days belong to warm days. Electrical load in these days increases significantly (see Fig.6-b).

In addition, this map can show anomalous behavior in some specific days. For example: November 9th, 2008 in region 6 (see Fig. 6-c), September 21st, 2008 in region 9 (see Fig. 6-d) and January 7th, 2009 in region 11 (see Fig. 6-e). These days are religious vacations in the country and their electrical load pattern is different from all other days.
7. Conclusions

GA has been proved to be a robust general-purpose search technique. They have a central place in data mining applications due to their capacity to search large spaces efficiently. In this paper, we formulated data visualization as a Quadric Assignment Problem (QAP), and then presented a genetic approach (GA) to solve the resulted discrete optimization problem. To demonstrate the application of genetic algorithms on discrete optimization in data visualization, we used a data base of electricity load and compared the results to SOM output. Both QAP-GA and SOM can only make assignments to specific points in the lattice space and cannot assign points anywhere in the plane. Although the QAP-GA approach provides a good approximate solution in comparison to the SOM technique, SOM needs shorter computing time. Therefore, the QAP-GA is useful to acquire precise solutions when the running time is not important. Moreover, QAP-GA is an evolutionary method that starts with a random solution similar to the SOM technique; but sensitivity of QAP-GA to the starting solution is lower than SOM. Then, the output of QAP-GA is used to analyze electricity load data. There are several opportunities for future work on this topic. For example, the running time of QAP-GA can be decreased by using parallel Genetic Algorithm, and divide and conquer local search.
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