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Abstract

Current grey clustering analysis methods have some defects. So, this paper proposes a prediction model based on improved grey clustering analysis. Firstly, it constructs the grey classical domain and the grey sector domain based on prediction subjects and data and according to relevant theory about grey clustering analysis. Secondly, it categorizes samples according to features of prediction subjects and confirms the analysis categories corresponding to the classical domain. Thirdly, based on the grey system theory, it constructs the grey correlation coefficient model and grey correlation degree model so as to obtain the weighed grey correlation degree. Thus, prediction subjects can be divided into proper category. Finally, power load forecasting in the power industry is taken as a case to prove that the model is reliable and has efficacy.
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1. Introduction

Today’s world is advancing towards a higher level of social productivity and a rapid development of science and technology. Prediction analysis, which depends on the analysis result to reduce uncertainties about the future, has received widely attention and been applied to many fields, in particular the engineering industry [1-3]. It gives instructions on decision and planning so as to avoid blindness. The prediction analysis on complex systems is defined as to use quantitative and qualitative methods to estimate, measure and analyze design features (either internal or external) or development state of the complex system according to data available [4-5]. At present, common methods of prediction analysis include qualitative analysis, mathematical models such as time-series model, and regression model and simulation methods such as dynamic demand system. These methods are tailored to different situations and have yielded fruitful results [6-9]. A new theory, the grey system theory, is worthy of noticing. It was first put forward by Professor Deng Julong. Grey system an emerging subject aimed at solving problems with many uncertainties based on mathematical theories. It is well applied to address samples with “clear extension but blur connotation” or situations where there are only a small scale of samples and a lack of enough information [10-15]. The prediction of a complex system usually involves grey information. Therefore, this paper proposes an improved prediction model based on grey system theory and proves the efficacy of the model through a case study.

2. Grey Sequence and Grey Correlation Coefficient

According to the grey system theory, sub-systems at different levels are subject to grey correlation analysis. The development state, correlation of indicators and dynamic change
of the system are measured in a quantitative way. There are two key concepts, namely grey sequence and grey correlation coefficient.

2.1. Grey Sequence

The change of the state of the complex system has a time-series feature. Correlation factors of the complex system consist of the sequence, named the comparative sequence $V_i$. Then comparative sequences corresponding to different time-series state are:

$$V_i = \{v_i(1), v_i(2), \cdots, v_i(n)\}$$

$$V_2 = \{v_2(1), v_2(2), \cdots, v_2(n)\}$$

$$\cdots$$

$$V_m = \{v_m(1), v_m(2), \cdots, v_m(n)\}$$

In particular, the sequence that can reflect the behavior and state of the complex system is named reference sequence $V_0$. There is:

$$V_0 = \{v_0(1), v_0(2), \cdots, v_0(n)\}$$

2.2. Grey Correlation Coefficient

To show the correlation of the development state under different time-series, grey correlation coefficient $\xi_\varepsilon$ is used to describe how the correlation changes with the time and grey correlation degree $r_i$ is used to describe how the correlation changes with the subjects.

Grey correlation coefficient $\xi_\varepsilon$ can represent the correlation between the comparative sequence $V_i$ and the reference sequence $V_0$ under different influence factors. There is:

$$\xi_{ij} = \frac{\min \min_{j} \Delta (v_i(j) - v_0(j)) + \beta \max \max_{j} \Delta (v_i(j) - v_0(j))}{\Delta (v_i(j) - v_0(j)) + \beta \max \max_{j} \Delta (v_i(j) - v_0(j))}$$

Where $\beta$ refers to the resolution coefficient $\beta \in [0, 1]$, usually $\beta = 0.5$. $\Delta (v_i(j) - v_0(j))$ refers to the gap of two values.

Grey correlation degree $r_i$ refers to the closeness of two curves of the comparative sequence $V_i$ and the reference sequence $V_0$. There is:

$$r_i = \frac{1}{n} \sum_{j=1}^{n} \xi_{ij}$$

3. An Improved Prediction Model Based on Grey Clustering Analysis

3.1 Grey Classical Domain and Grey Sector Domain

In the grey clustering analysis, the primary thing is to categorize different state sets $P$ through clustering analysis. Feature indicators in each set have a certain range of value of
quantity. Based on that, construct the grey classical domain and the grey sector domain. 
Suppose the classical domain \( V' \) of the state set \( P_j \) about feature \( j \) is:
\[
V_j' = \{ v_j'(a), v_j'(b) \}, v_j'(a) \leq v_j'(b) \tag{5}
\]

Thus, the sector domain \( V'' \) of the state set \( P_j \) about indicator \( j \) is:
\[
V_j'' = \{ v_j''(a), v_j''(b) \} = \left\{ \min (v_j'(a)), \max (v_j'(b)) \right\} \tag{6}
\]

### 3.2. The Weight of Prediction Feature

There are many influence factors for the complex system. The importance of prediction features varies from one another. So it is necessary to allocate weight for these features. This paper adopts a comprehensive evaluation method to allocate weight. \( X \) Experts are invited to score on the importance of prediction features by a 1-9 scale. Based on the score, we can get the initial judgment matrix \( B \).
\[
B = \begin{bmatrix}
b_{11} & b_{12} & \cdots & b_{1n} \\
b_{21} & b_{22} & \cdots & b_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
b_{x1} & b_{x2} & \cdots & b_{xn}
\end{bmatrix}
\tag{7}
\]

So the weight \( w_j \) of predicator feature \( j \) is:
\[
w_j = \frac{\sum_{j=1}^{n} b_{ij}}{\sum_{j=1}^{n} \sum_{i=1}^{x} b_{ij}} \tag{8}
\]

### 3.3. Processing Prediction Features

Prediction features usually have different scales. To facilitate the prediction analysis, we need to nondimensionalize the classical domain of the prediction feature in order to unify the value scales.

For classical domain \( U_j' = \{ u_j'(a), u_j'(b) \} \) of prediction features of effective type, the unified value of quantity \( V_j' = \{ v_j'(a), v_j'(b) \} \) is:
\[
V_j'(a) = \frac{u_j'(a) - \min_{Iscm} (u_j'(a))}{\max_{Iscm} (u_j'(b)) - \min_{Iscm} (u_j'(a))} \quad V_j'(b) = \frac{u_j'(b) - \min_{Iscm} (u_j'(a))}{\max_{Iscm} (u_j'(b)) - \min_{Iscm} (u_j'(a))} \tag{9}
\]

For classical domain \( U_j' = \{ u_j'(a), u_j'(b) \} \) of prediction features of effective type, the unified value of quantity \( V_j' = \{ v_j'(a), v_j'(b) \} \) is:
\[
V_j'(a) = \frac{\max_{Iscm} (u_j'(b)) - u_j'(a)}{\max_{Iscm} (u_j'(b)) - \min_{Iscm} (u_j'(a))} \quad V_j'(b) = \frac{\max_{Iscm} (u_j'(b)) - u_j'(b)}{\max_{Iscm} (u_j'(b)) - \min_{Iscm} (u_j'(a))} \tag{10}
\]
After standardization, all values of quantity of classical domains fall between 0-1. In other word, there is \( 0 \leq v'_j(a) \leq v'_j(b) \leq 1 \), which is conductive to the grey clustering analysis of prediction feature of the complex system.

### 3.4. Grey Correlation Coefficient and Grey Correlation Degree

Suppose the sample sequence of the system to be tested is \( V_d \):

\[
V_d = \{v_d(1), v_d(2), \cdots, v_d(n)\}
\]  \hspace{1cm} (11)

According to abovementioned analysis, standardize the sample sequence \( V_d \) and obtain the grey correlation coefficients \( \xi_{ij} \) between sequence about prediction feature \( j \) and different classical domains \( V_i' = \{v'_i(a), v'_i(b)\} \):

\[
\xi_{ij} = \frac{\min_{i \in V_i'} \min_{j \in V_j} d\left(v_d(j), V_i'\right) + \beta \max_{i \in V_i'} \max_{j \in V_j} d\left(v_d(j), V_i'\right)}{d\left(v_d(j), V_i'\right) + \beta \max_{j \in V_j} d\left(v_d(j), V_i'\right)}
\]  \hspace{1cm} (12)

Where \( d\left(v_d(j), V_i'\right) \) refers to the distance between prediction feature \( j \) and different classical domains \( V_i' = \{v'_i(a), v'_i(b)\} \):

\[
d\left(v_d(j), V_i'\right) = \frac{|v_d(j) - v'_i(a)| + |v_d(j) - v'_i(b)|}{2}
\]  \hspace{1cm} (13)

After the grey correlation coefficients are obtained, we need to analyze the category of the system, namely the grey correlation degree \( r_j \) between sequence \( V_d \) about prediction feature \( j \) and different classical domains \( V_i' = \{v'_i(a), v'_i(b)\} \):

\[
r_j = \sum_{i=1}^{n} w_i \cdot \xi_{ij}
\]  \hspace{1cm} (14)

Obtain the grey correlation degree \( r_j \) between the system and the category sets and select the maximum grey correlation degree \( r_j \) following the optimum principle. Its corresponding category is the state set in which the system falls:

\[
r_j = \max\{r_1, r_2, \cdots, r_n\}
\]  \hspace{1cm} (15)

### 3.5. The Model and the Algorithm

According to abovementioned analysis, we first construct the grey classical domain and the grey sector domain by comparing prediction features on the basis of grey clustering analysis and we can get the grey correlation coefficient and grey correlation degree between the system and different categories. Then, according to the comprehensive grey correlation degree, we can figure out which state set the system belongs to and finally are able to get the prediction result.

To be more specific, the algorithm of the prediction model based on the improved grey clustering analysis is described as follows:
Step 1 Obtain time-series sequences on the basis of influence factors of the system
Step 2 Categorize the state according to prediction features of the system and confirm the state sets or the category set.
Step 3 Construct the grey classical domain and the grey sector domain of different category sets.
Step 4 Standardize prediction features of different types and scales and allocate weight to them.
Step 5 Obtain influence factors of the system and the grey correlation coefficients between influence factors and different category sets.
Step 6 Obtain the grey correlation degrees between the system and the category sets.
Step 7 Confirm to which category the system belongs based on grey correlation degree and get the prediction result of grey clustering analysis.
Step 8 Judge whether the result reaches the prediction accuracy. If not, detail the category and repeat Step 2-7.

4. Case Study of Power Loading Forecast

Power loading is crucial for regional economic development. It holds significance to predict power loading in different phase to ensure sufficient power supply as enough supply provides support for a rapid, reliable and stable development of regional economy. However, power loading is limited to many factors. An accurate prediction cannot be realized unless these factors are categorized. This paper proposes an improved prediction model for the complex system in order to realize effective power loading prediction. Through surveys and inspections, it is known that there is a relation between the power loading and the development state of the industry. Sequences of the latest 10 years are obtained after statistics analysis, as shown in Table 1.

**Table 1. Power Loading and the Development of the Industry**

<table>
<thead>
<tr>
<th>Year</th>
<th>Influence factors-industrial value (100 million yuan)</th>
<th>Power loading / 100 million kWh</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Primary industry</td>
<td>Secondary industry</td>
</tr>
<tr>
<td>2005</td>
<td>67.278</td>
<td>86.452</td>
</tr>
<tr>
<td>2006</td>
<td>80.767</td>
<td>100.382</td>
</tr>
<tr>
<td>2007</td>
<td>90.331</td>
<td>135.624</td>
</tr>
<tr>
<td>2008</td>
<td>95.467</td>
<td>158.687</td>
</tr>
<tr>
<td>2009</td>
<td>108.623</td>
<td>170.981</td>
</tr>
<tr>
<td>2010</td>
<td>121.938</td>
<td>195.234</td>
</tr>
<tr>
<td>2011</td>
<td>131.346</td>
<td>248.805</td>
</tr>
<tr>
<td>2012</td>
<td>148.639</td>
<td>298.556</td>
</tr>
<tr>
<td>2013</td>
<td>198.639</td>
<td>375.466</td>
</tr>
</tbody>
</table>

To better construct the grey classical domain and the grey sector domain, we use feature growth rate to describe characteristic quantity, as shown in Table 2.

**Table 2. Power Loading and the Growth Rate of Development Value of the Industry**

<table>
<thead>
<tr>
<th>Year</th>
<th>Influence factors-industrial value (100 million yuan)</th>
<th>Power loading / 100 million kWh</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Primary industry</td>
<td>Secondary industry</td>
</tr>
<tr>
<td>2006</td>
<td>0.2004</td>
<td>0.1611</td>
</tr>
</tbody>
</table>
From Table 2, we can see the growth rate of power loading ranges between 0.070-0.300. If measured by such a growth rate $\eta(Pow)$, there are four prediction categories of power loading, namely:

\begin{align*}
L V_1 : 0.070 < \eta(Pow) & \leq 0.100 \\
L V_2 : 0.100 < \eta(Pow) & \leq 0.200 \\
L V_3 : 0.200 < \eta(Pow) & \leq 0.250 \\
L V_4 : 0.250 < \eta(Pow) & \leq 0.300
\end{align*}

(16)

Primary industry, secondary industry and tertiary industry serve as three prediction features. We can get the average prediction feature under each category. Construct the grey classical degree of each of the four categories, as is shown in Table 3.

<table>
<thead>
<tr>
<th>Category</th>
<th>Primary industry</th>
<th>Secondary industry</th>
<th>Tertiary industry</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
<td>Classical domain</td>
<td>Average</td>
</tr>
<tr>
<td>$L V_1$</td>
<td>0.0569</td>
<td>0.027-0.087</td>
<td>0.1701</td>
</tr>
<tr>
<td>$L V_2$</td>
<td>0.1111</td>
<td>0.081-0.141</td>
<td>0.2343</td>
</tr>
<tr>
<td>$L V_3$</td>
<td>0.1615</td>
<td>0.132-0.192</td>
<td>0.1515</td>
</tr>
<tr>
<td>$L V_4$</td>
<td>0.1317</td>
<td>0.101-0.162</td>
<td>0.1999</td>
</tr>
</tbody>
</table>

Table 3. Grey Relational Coefficient of Indicators of Hardware Features

Classical domains of the growth rate of the three industries under different categories are taken as the comparative sequence. The growth rate of the three industries is taken as the reference sequence. We can obtain the grey correlation coefficient of prediction features, as shown in Table 4.

<table>
<thead>
<tr>
<th>Category</th>
<th>Grey correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Primary industry</td>
</tr>
<tr>
<td>$L V_1$</td>
<td>0.389</td>
</tr>
<tr>
<td>$L V_2$</td>
<td>0.447</td>
</tr>
<tr>
<td>$L V_3$</td>
<td>0.518</td>
</tr>
<tr>
<td>$L V_4$</td>
<td>0.473</td>
</tr>
</tbody>
</table>

Table 4. Grey Correlation Coefficient of the System to be Tested

With the weight of hardware features and software features taken into account, we can get the comprehensive weighed grey relational degree of each indicator,
namely, $\sigma_1 = 0.786$, $\sigma_2 = 504$, $\sigma_3 = 503$. By comparing the three, we can judge that object I is the optimal one and conductive to later research.

**Table 5. Grey Correlation Coefficient of the System to be Tested**

<table>
<thead>
<tr>
<th>Category</th>
<th>Grey correlation degree</th>
<th>Prediction feature</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L V_i$</td>
<td>0.554</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L V_i$</td>
<td>0.694</td>
<td>Primary industry</td>
<td>0.35</td>
</tr>
<tr>
<td>$L V_i$</td>
<td>0.596</td>
<td>Secondary industry</td>
<td>0.40</td>
</tr>
<tr>
<td>$L V_i$</td>
<td>0.726</td>
<td>Tertiary industry</td>
<td>0.25</td>
</tr>
</tbody>
</table>

From Table 5, we can see the system belongs to category $L V_i$, with the range of growth rate at $0.250 < \eta (pow) < 0.300$. The power loading falls into $\{124.028, 128.990\}$. The actual power loading value is 127.316, as shown in Table 1. Its growth rate is 0.2831, as shown in Table 2. As $127.316 \in \{124.028, 128.990\}$ and $0.2831 \in \{0.250, 0.300\}$, which indicates that the actual value is in line with the prediction. Thus, the efficacy of the model gets proved.

**5. Conclusion**

This paper studies the prediction about complicated systems and proposes an improved prediction model based on grey clustering analysis. It tests the model with a case of power loading prediction and proves that the model can fulfill the purpose. In this model, grey classical domain and grey sector domain of prediction features are constructed according to grey data sequence. The grey correlation coefficient and grey correlation degree between prediction features and different categories of classical domain are computed and the weighed grey correlation degree is obtained. Thus, the prediction of grey clustering analysis is available. The model has clear physical definitions. It is accurate and reliable in calculation, and easy to achieve on the computer. This model is able to provide support for the predication of intelligent and complicated systems.
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