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Abstract

Due to the numerous important applications of video surveillance and monitoring, video object tracking has been an active research topic in the last decade. This paper makes a survey of approaches to high quality object tracking by looking at theoretical backgrounds and practical results, which are categorized into four groups. The principle, the evolution processes and the latest progresses of these approaches are identified to form a conclusion for future directions of object tracking algorithms.
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1. Introduction

Video object tracking [1] is an important task within the field of computer vision. As an interdisciplinary frontier technology, it combined with image processing, pattern recognition, artificial intelligence, automatic control and other areas of theory and knowledge. Video object tracking has broad application prospect in many fields [2-5]: video surveillance, human-computer interaction, intelligent traffic, robot vision navigation, precision guided weapons, etc. The research of tracking algorithms is of important theoretical value and practical significance.

Video object tracking refers to the detection, extraction, recognition and tracking of moving object in video image sequences, in order to obtain accurate motion information parameters (such as position, velocity, etc), and carries on the analysis to the corresponding processing, so we can further implement object behavior understanding. Video object tracking can be a very complicated task due to: complex object shapes, irregular movements, scene illumination changes, object occlusion and real-time requirements.

In recent years, with the rise of research on digital image technology and computer vision, video object tracking technology rapid development, many excellent algorithms have been proposed. This survey categorizes and describes the existing tracking algorithms and explains their strengths and weaknesses at the end of each category. Finally, some future directions of object tracking algorithms are also addressed shortly.

2. Video Object Tracking Algorithms

Since the 1980s, numerous algorithms for video object tracking have been proposed. According to the different methodologies for object tracking algorithms, we categorize the existing tracking methods into four forms, including Matching-based tracking, Filtering-based tracking, Class-based tracking and Fusion-based tracking. Then we will introduce each type of the tracking algorithms respectively.
2.1. Matching-Based Tracking

Matching-based tracking algorithms are established for object model based on matching before tracking, depending on the matching relation to select the best matching point as the tracking result in the current video sequences. With the different descriptions of the object attributes, we can divide the Matching-based tracking algorithms into the following four basic methods:

2.1.1. Region-Based Tracking

The fundamental thought of region-based tracking algorithms [6] is: the initial object region of the image as the object template, matching the object template with all the possible location of the candidate images, the highest matching degree of the position is judged to be the best match point, and the region identified by the point is the object region. The most common of correlation matching criterion is Sum of Square Difference (SSD).

The object templates are fixed in the early region-based tracking algorithms. Lucas et al. [7] present a method by using spatial gradient of gray image to find the best matching region, which uses gray gradient values of each point in the object region to update candidate object region. This method can be applied to affine motion or non-rigid object tracking. It is feasible to use a fixed template in a short-period tracking, but it is malfunction in a long-period tracking due to the object appearance changes. If the object templates can change along with the object appearances, the reliability of the tracking algorithms would be improved. Jepson et al., [8] propose an adaptive appearance model based on texture features, which provides robustness in occlusions. An online EM-algorithm is used to update the object model during tracking. Recently, Zoidi et al., [9] employ background subtraction to detect object, and update object model by similarity of color histogram. The experiments results show that the proposed tracking scheme is successful in tracking objects under scale and rotation variations and partial occlusion.

Mean Shift algorithm [10] is a typical representative of region-based tracking algorithms. The core idea is: building the object model by manual or target detection algorithm, establishing a cost function to describe the similarity between the object model and the object candidate model, using optimization methods to find the maximum cost function, and the maximum value corresponds to the location of the object in video sequences. It is a classical object tracking algorithm due to it is easy to implement and it has the advantage of good real-time performance. Since Mean Shift algorithm is applied by Comaniciu et al., [11, 12] to the field of computer vision, a large number of improved algorithms [13, 14] based on Mean Shift are proposed.

Region-based tracking algorithms use global informations of the objects, such as gray informations, texture features and so on. So they have high credibility, even if minor deformation of the objects does not affect the tracking performance. Unfortunately, they are time-consuming when the search regions are large. And the decline of the accuracy would cause the loss of the objects when the objects have large deformations or serious occlusions. In recent years, region-based tracking algorithms focus on how to deal with the variations of the templates. The variations are caused by various poses of the moving objects. If we can predict the various poses, steady tracking can be realized. The papers [15, 16] study this issue and achieve good tracking effects.

2.1.2. Feature-Based Tracking

The fundamental thought of feature-based tracking algorithms [17] is: Using the feature to identify the object, and match the object in the video sequences based on image feature. This algorithm usually has two main steps which include feature extraction and feature match. The first step is to extract salient features from the video sequences, such as corner, boundary, and centroid, etc. The second step is to find the most similar object in the next
frame according to the feature matching criterion. The method can determine the position of the object in the video sequences with the two steps.

Early papers solve the problem of identifying the corresponding feature points between the adjacent frames. The common method is to exert some constraint conditions in the motion of the feature points. Sethi et al., [18] assume that the motion of the feature points is smooth, and propose a concept of path coherence and the corresponding iterative algorithm. According to the similarity hypothesis, Rangarajan et al., [19] present a non iterative polynomial time approximation algorithm based on optical flow to solve the correspondence problem. But these algorithms have high computational complexity and terrible error in the scene of occlusions. Tissainayagam et al., [20] propose an object tracking algorithm based on point feature. The method searches the local maximum corner points, and defines them as the key points which are tracked by MHT approach. It has good performance for simple geometry objects, but has poor performance due to the difficulty of extracting stable corner points for complex objects. Recently, Li et al., [21] explore a new feature subset evaluation method for feature selection in object tracking. The work gives a novel idea for how to select the useful features, and improves the real-time performance of the algorithm.

Feature-based tracking algorithms don’t use global features of the objects. Although the objects are partial occlusions, they can use other visible features to accomplish the tracking task. But the algorithms can’t deal with full occlusions and overlaps effectively. In recent years, numerous papers have sprung up in the field of feature-based tracking algorithms. See some influential papers on [22, 23].

2.1.3. Deformable Template-Based Tracking

The fundamental thought of deformable template-based tracking algorithms [24] is: Using the surface or curve which has good elasticity and deformation property of the contour or edge of the moving object as object bounding contour, and updating this contour to match the object.

Kass et al., [25] propose Active Contour Models which are the most commonly used deformable templates in object tracking. Snakes are Active Contour Models which lock onto nearby edges, localizing them accurately. They define that a Snake is an energy-minimizing function guided by external constraint forces and influenced by image forces. Numerous improved algorithms based on Snake have been proposed. I-Snake [26], B-Snake [27], G-Snake [28], and AI-Snake [29] are the representative ones. Applications show that Snakes are suit for tracking rigid and non-rigid motions [30, 31], and only for single object tracking. Osher et al., [32] propose an Active Contour Model based on level sets apply to multiple object tracking.

In the situations of noise interferences, occlusions, and edge blur, it is very difficult to get accurate contour by the above models. Importing the priori knowledge of color [33], texture [34], and shape [35] et al., and use them to constrain the contours to obtain exact objects edges. Yilmaz et al. [33] propose a contour tracking algorithm which uses kernel density estimation and Gabor wavelet model to guide the contour evolution based on the color feature and texture feature respectively. Ning et al., [36] present a novel framework by joint registration and active contour segmentation (JRACS), which has good robustness for non rigid object tracking.

By contrast, deformable template-based tracking algorithms describe objects simply, reduce computational complexity and have high robustness in the situations of partial occlusions. However, the algorithms are difficult to start tracking automatically, because they are highly sensitive to the initialization of tracking. A further weakness is that the tracking precision is limited at the contour level. In recent years, the state of the art tracking algorithms based on deformable template are proposed by the papers [37, 38].
2.1.4. Model-Based Tracking

The fundamental thought of model-based tracking algorithms [39] is: establishing geometric model of object according to the priori knowledge, tracking object by matching the candidate region model and object model, then in the tracking process, so it can determine the scale parameters, the pose parameters, and the motion parameters by the image characteristics. The models can be divided into: hierarchical model [40], 2D models [41] and 3D models [42]. The 3D models are the most widely used tracking algorithms in practical applications. The 3D models: obtaining the 3D structure model and object model according to the prior knowledge, collecting the video sequences to determine the parameters of 3D model, in order to obtain the object motion parameters. The 3D model-based tracking algorithms can precisely analyze the 3D motion trajectories of objects. Even in the situations of different types of poses, they can reliably track the objects. However, a mass of parameters are required to build the 3D models, the models matching processes are quite complex, and the 3D tracking systems are time-consuming and have poor real-time performances.

Yang et al., [43] present a novel 3-D model-based vehicle localization algorithm, which can efficiently and robustly determine the poses of vehicles in traffic scenes by calibrated cameras. The method uses edge points in the images as features, and measures the degree of matching between the edge points and the projected model by a pose evaluation function. Chen et al., [44] propose a dynamic spatial bias appearance model (DSBAM) to track an object by partitioning the object into regions with different confidence. Yang et al. [45] introduce an online conditional random field (CRF) model, and transform the tracking problem into an energy minimization problem. The energy functions include a set of unary functions that are on account of motions and appearance models. The method is powerful to distinguish spatially close objects with similar appearances.

Model-based tracking algorithms are not easily affected by observation perspectives, so they are intrinsically robust to various motions. The algorithms have high precision by using the information of 3D. Ineluctably, model-based tracking algorithms have some insufficiencies such as the necessity of constructing the models, high computational cost, complex model updating mechanisms, and poor real-time performances. In the recent years, the papers [46, 47] are focus on how to improve the real-time performances.

2.2. Filtering-Based Tracking

Filtering-based tracking algorithms regard the tracking problems as state estimation problems [48]. The states of the objects can include all motions characteristics of our concern objects. The key of the objects tracking is how to infer the posterior probability density of the objects state and effectively represent them under the condition of giving the observation data. In order to deduce the posterior probability density functions of the states, two objects state models are introduced as follows:

State model: \[ s_k = f_k(s_{k-1}, w_k) \] (1)

Observation model: \[ z_k = h(s_k, v_k) \] (2)

hereinto, \( \{ s_k, \ k \in N \} \) and \( \{ z_k, \ k \in N \} \) represent object state and observation data, respectively. State model is used for the description of the evolution of the system, and observation model is used for the description of the relationship between observation and state.

Posterior probability density function includes all the statistical information about the object state which can be obtained in the tracking process, so it is a complete solution of estimation problem. Maximum value estimation of object state, minimum variance estimation, maximum a posteriori estimation, all of them can be obtained by the posterior probability density function. Kalman Filter and Particle Filter are two typical Bayesian filtering methods which would be discussed in the following sections.
2.2.1. Kalman Filter

Kalman Filter (KF) [49] is an effective method for estimating the states, which predicts the object states by state model, and estimates the posterior probability density function by observation model. When the dynamic characteristics of the object states (state model and observation model) are satisfy with both Gauss and linearity conditions, Kalman Filter can obtain the optimal solution with the significance of the minimum mean square error. The thought of Kalman Filter [50] is widely used since it is introduced in the field of video object tracking. In video object tracking, Kalman Filter usually use Gauss noise to represent the uncertainty of state model and observation model, and use the uncertainty to automatic balance the effect of observations and predictions to tracking results. If the video sequences interferences are weak, it is reasonable to approximate the uncertainty of the object states by Gauss model, Kalman Filter can obtain good tracking results. However, if the video sequences interferences are strong, Kalman Filter is invalid due to multiple peaks contained by the posterior probability density function. In order to solve the tracking problem of non-linear systems, Extended Kalman Filter (EKF) algorithms [51] are presented. EKF provides a linearized method for the non-linear systems, and then tracking by KF. EKF has the advantage of simple calculation, but when the systems have a high degree of non-linearity, EKF may be invalid. Unscented Kalman Filter (UKF) [52] is another approach for non-linear systems. It introduces Monte Carlo Filter which uses a set of discrete sample points to describe the mean and variance of the posterior probability density function of the state. It can acquire good filtering effects in the non-linear systems on account of avoiding the direct processing of the linearization of the non-linear systems.

2.2.2. Particle Filter

Particle Filter (PF) [53] is a sequential Monte Carlo Filter, which is used to solve the Bayesian estimation problem under the condition of non-linear and non-Gauss. The fundamental thought of PF is: evaluating the probability density function of the state by a set of weighted sampling particles, using Monte Carlo method to simulate the spread of the probability density, when the sampling quantity is big enough, the sampling can be a good approximation to probability density function, and the mean, covariance and other statistics can be easily calculated according to the sampling points. Because of the no constrains of the linear or Gauss, PF is widely used in the practical applications: radar target tracking, machine learning, computer vision, wireless communication, speech enhancement, robots, etc.

Isard and Blake are the first to introduce PF to be applied to visual tracking, and propose the famous Conditional Density Propagation algorithm [54] which obtains good tracking effects. Different kinds of improved PF algorithms are greatly developed. In order to get better Importance Density, numerous improved algorithms based on PF have been proposed, such as Auxiliary Particle Filter (APF), Extended Kalman Particle Filter (EKPF), and Unscented Particle Filter (UPF), etc. Markov Chain Monte Carlo (MCMC) algorithm [55] is introduced in PF to solve the problem of Sample Impoverishment. With the development of the theory of density estimation, Regularized Particle Filter (RPF) is also presented which uses continuous density to resample.

A large number of studies show that tracking in complex environment, Particle Filter has better performance than Kalman Filter. However, PF struggles with the problems of particle degeneracy phenomenon, tracking accuracy and occlusions. In recent years, Particle Filter tracking problems [56, 57] are mainly to discuss the three problems.
2.3. Class-Based Tracking

In recent years, some scholars [58-60] regard the tracking problem as a classification problem of foreground and background. They precisely locate the objects positions by constructing classifiers to classify the location areas.

Avidan [61] combines optical flow method and Support Vector Machine (SVM), and uses them for vehicle tracking. But it is difficult to form and train the positive and negative samples. In addition, he also proposes a boosting-based method [62] for object tracking, and the method produces satisfactory tracking results. Kalal et al., [63] develop a novel learning method (P-N learning) to estimate the tracker’s errors and updates it to avoid these errors in the next frame. The method shows a significant improvement over state-of-the-art approaches during in long-term tracking.

Class-based tracking algorithms have high tracking accuracy. Unfortunately, there are two drawbacks: on the one hand, constructing the classifiers needs vast positive and negative samples that become the difficulty of how to study and select the samples; on the other hand, the need to search for objects in a large range area. In recent years, the papers [64, 65] are concern about how to structure reasonable classifiers.

2.4. Fusion-Based Tracking

In practical applications, fusion-based tracking algorithms are proposed to achieve good tracking effects. The algorithms often combine variety of tracking algorithms or different sources of information to improve the accuracy of the tracking results. This method makes full use of complementary advantages of different methods to obtain high-quality tracking.

Fusion-based tracking algorithms can be divided into the following three basic parts:

The first method is based on multi-features fusion, which is the most common approach. It can not be stable tracking in a long time by using single feature information, due to the complex of the tracking scenarios or objects. Therefore, many scholars use multi-feature information fusion technology to improve the video object tracking performance. They give different weights by the ability of features to describe the moving objects. The method advances the tracking accuracy by the reliability of objects description. Zhou et al., [66] present method which integrates spatial position, shape and color information to improve the performance of EKF. Brasnett et al., [67] develop a consistent histogram-based framework for the analysis of color, edge and texture features. The method shows that tracking with multiple weighted features provides more reliable performance than single feature tracking.

The second method is based on multi-model fusion. This method integrates object models in different time of video sequences or combines object models with various angels of multiple cameras. It improves the robustness of tracking, on account of adapting the changes of the object and characterizing the effective features of the object. Khan et al., [68] present a multiview approach to solve the tracking problems in crowded and cluttered scenes.

The third method is based on multi-algorithm fusion. Different object tracking algorithms have their own advantages for certain scenes. The method makes full use of the strengths of various algorithms by integrating the appropriate algorithms, so it can overcome the weaknesses of individual algorithm. Shan et al., [69] proposes a Mean Shift embedded Particle Filter (MSEPF) algorithm which improves the sampling efficiency considerably by incorporating the Mean Shift into PF to move particles to local peaks in the likelihood.

The association of more objects cues or methods, the final fusion algorithms may have more accuracy results. But regretfully, the objects also have more constraints, the scenes also become more special, the computing time also is longer. Therefore, the fusion algorithms are often use eclectic principle to deal with the tracking problems. Recently, the
papers [70, 71] focus on how to improve the tracking accuracy and satisfy the efficiency and applicability at the same time.

3. Conclusion

Nowadays, numerous video object tracking algorithms are proposed, but most of them are only suit for specific objects or fixed scenes owing to the application constrains. Due to the diversity of tracking objects, the complexity of scenarios and the variety of applications, there are enormous challenges for the current video object tracking algorithms. To implement a robust, accurate and real-time visual tracking system is the direction to the current tracking algorithms. It is very difficult to embrace every challenge of the tracking technologies, in that the development of the technologies contact with the research of people’s perception. We all realize that there is not a mainstream theory for the people’s perception, and its mathematical model is difficult to establish. However, video object tracking technologies have a wide application prospects. With the development of mathematical methods and computer technologies, it is increasingly convenience to implement whether in theories or in applications. Video object tracking technologies will have a profound impact on people’s future lives.
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