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Abstract

A hierarchical PID control strategy based on generalized predictive control (GPC) algorithm is presented to solve the model uncertainty of the superheated steam temperature (SST) and the application problem of advanced control algorithms in distributed control system (DCS) of the ultra-supercritical (USC) units. The upper level is based on generalized predictive control algorithm, which also has the functions of model identification and PID parameters tuning. The conventional cascade PID control strategy is applied in the bottom level. Simulations carried out with the field operation data from Chaozhou USC units. The simulation results show that the hierarchical predictive PID control system is qualified with strong stability and robustness, which can adapt to the model change process of the SST control.
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1. Introduction

With the development of power industry and the power grid capacity, the construction of supercritical and ultra-supercritical (USC) units is gradually accelerating [1]. The superheated steam temperature (SST) of the once-through boiler in a USC unit has complex features of great inertia, large delay, nonlinearity, time-varying and model uncertainty, which is affected by the ratio of fuel to water, intermediate point temperature, flow of the desuperheater spray water [2]. Usually, the ratio of fuel to water and the flow of the desuperheater spray water are controlled together in the SST control system, which means that the process of the desuperheater spray water adjustment is more complex since it needs to be faster and more precise [3]. Conventional SST control is combined with feedforward compensation, cascade system and some other strategies, applying fixed or piecewise PID parameters, but the influence of model change on the SST under variable loads has been ignored [4,5]. Manual operation and supervisory control are needed under complex loads conditions, which seriously affects the economy and safety of the units [6].

The existing improved PID algorithm has been successfully applied in some areas [7-8]. However, there are still some problems in thermal process control of power plants, such as complex structures, various parameter tuning rules [9]. As there is no effective support in the hardware and software for the process control design in distributed control system (DCS), the introduction of advanced control algorithms requires large-scale transformation of hardware structure [10]. Moreover, it is hard for the operators who are only familiar with PID parameters adjustment to understand the meaning of advanced control algorithms [11].

Aiming to solve the SST control problem of USC units under large-scale load changing, a hierarchical GPC-based PID control strategy is presented in this paper, which can realize the application of advanced control and intelligent optimization technique in DCS. The simulation results show that the proposed control algorithm is qualified with strong stability and robustness.
2. Hierarchical Structure of SST Control System

2.1. Design of Hierarchical Structure

The cascade PID strategy is the most widely used in the SST control system, in which the spray desuperheating system is usually used as minor loop to overcome the disturbance in time and improve the control effect[12]. But the cascade control doesn’t have optimization strategy to adjust the PID parameters, which means the engineers have to design the PID parameters in advance to meet the needs of SST control when the load changes[13].

The SST control system proposed in this paper shown in Figure 1 has a hierarchical structure, in which \( r(t) \) and \( y(t) \) are the input and output respectively. The cascade PID control strategy, which is common used in DCS of the thermal power units, is applied in the bottom level to adapt to the characteristics of the control system effectively. There are only three control parameters, \( K_p, K_i, K_d \), for engineers, which are easy for them to understand. The upper level consists of three modules — model parameters identification module, on-line optimization module and PID parameters tuning module. The performance index of generalized predictive control(GPC) is introduced, and the SST controlled model is identified online , and the parameters of the controller are rolling optimized. A data communication interface is needed to transfer the control variables and output data of the bottom level to the upper level, in which the three modules will operate to gain the updated PID parameters and control variables and then transfer them back to the bottom level to adjust the parameters of the controller. In this way, the field engineers do not need to understand the advanced algorithm in the upper level, and large-scale transformation of hardware structure is not necessary in the DCS.

![Figure 1. Hierarchical Structure of SST Control System](image)

2.2. Soft Switching of the Upper level

In order to adapt to the model change process of the SST control as well as decrease the operation cost, a sort of soft switching strategy is employed to control the operation of the upper level. There are three operation states based on the load and control quality changes, which can be expressed as

\[
S = \begin{cases} 
0 & |\Delta P| = 0 \\
1 & 0 < |\Delta P| \leq \delta P, \text{ and } |e| \leq \delta e, \\
2 & |\Delta P| > \delta P, \text{ or } |e| > \delta e, 
\end{cases}
\]  

(1)

where \( S \) is state of the soft switching, \( \Delta P \) is the load variation, \( |e| \) is the error of the main loop of cascade PID control system, \( \delta P \) is the given critical value of working condition, and \( \delta e \) is the value of error.
1) When the load is steady ($\Delta P = 0$), the SST controlled model can be seen as certain, which means the PID parameters adjusted before can guarantee the stability of SST control system. Therefore, the upper level will not work ($S = 0$), and the SST control system equals to cascade PID control system.

2) When the load changes a little ($0 < \Delta P < \delta_p$), and the control quality doesn’t change dramatically ($|e| \leq \delta e_c$), the change of the SST controlled model won’t make great impact on control effect, so that the PID parameters adjusted before are still available. But in order to prevent that the PID parameters won’t adapt to the change in the future, the model parameters identification module of the upper level should start to work ($S = 1$).

3) When the load changes greatly ($\Delta P > \delta_p$), or the control quality changes dramatically ($|e| > \delta e_c$), the SST controlled model will change obviously, and the PID parameters adjusted before is unavailable. So it’s necessary to make the upper level work ($S = 2$), including all of the three modules.

3. Control Strategy of Upper Level

The operation of the upper level includes three stages. Stage One, initialization, including setting parameters and calculating the initial values. Stage Two, identify the mathematical model of the controlled object. Stage Three, figure out the new PID parameters for the bottom level. The details are as follows.

3.1. GPC Algorithm

The conventional cascade PID controller for SST of USC units uses incremental controller [14], which can be described as

$$\Delta u(k) = w_0 e(k) + w_1 e(k-1) + w_2 e(k-2)$$

(2)

where $w_0 = K_p + K_i + K_d$, $K_p$, $K_i$, $K_d$ are the proportion coefficient, integral coefficient, and differential coefficient respectively. $e(k)$ is the error between system output and the set point at $k$ moment. Equation (2) can also be expressed as

$$\Delta u(k) = \sum_{i=0}^{2} w_i(k)e(k-i) = W^T(k)e(k)$$

(3)

where $W(k) = [w_0(k), w_1(k), w_2(k)]$, $e(k) = [e_0(k), e_1(k), e_2(k)]$.

The simplified controlled auto-regressive integrated moving average(CARIMA) model in GPC theory is introduced to describe the object with random disturbance as follows[15].

$$A(z^{-1})y(k) = B(z^{-1})u(k-1) + \xi(k) / \Delta$$

(4)

where $u(k)$ is the control variable, $\xi(k)$ is the white noise, $\Delta = 1 - z^{-1}$. $A(z^{-1})$, $B(z^{-1})$ are the weighted polynomial of controlled object and the disturbance object, which can be described as

$$A(z^{-1}) = 1 + a_1 z^{-1} + a_2 z^{-2} + \ldots + a_n z^{-n}$$

$$B(z^{-1}) = b_0 + b_1 z^{-1} + b_2 z^{-2} + \ldots + b_m z^{-m}, b \neq 0$$

(5)

From (3) and (4), the CARIMA model can be presented as

$$(1 - z^{-1}) A(z^{-1}) y(k) = B(z^{-1}) W^T(k) e(k) + \xi(k)$$

(6)

Diophantine Equation is introduced to predict the output $j$ steps early as follows.

$$1 = E_j(z^{-1}) A(z^{-1}) \Delta + z^{-j} F_j(z^{-1})$$

(7)
where \( E(z^{-1}) = e_{\mu} + e_{\mu+1}z^{-1} + \ldots + e_{\mu+n}z^{-n} \), \( e_{\mu} = 1 \), and \( F(z^{-1}) = f_{\nu} + f_{\nu+1}z^{-1} + \ldots + f_{\nu+n}z^{-n} \).

Through solving Diophantine Equation by using GPC algorithm, the optimal output predicted \( j \) steps early is calculated as

\[
\dot{y}(k+j) = G_j(z^{-1})\Delta u(k+j-1) + F_j(z^{-1})y(k) + H_j(z^{-1})\Delta u(k-1)
\]

\[
= G_j(z^{-1}) \left( \sum_{i=0}^{\infty} w_i (k+j-i)e(k+j-i-1) \right) + F_j(z^{-1})y(k) + H_j(z^{-1})\Delta u(k-1)
\]

(8)

The vector format of (8) can be described as

\[
\hat{Y} = G\Delta U + f
\]

where

\[
\hat{Y} = [y(k+1), y(k+2), \ldots, y(k+n)]^T,
\]

\[
\Delta U = [\Delta u(k), \Delta u(k+1), \ldots, \Delta u(k+n-1)]^T,
\]

\[
f = [f(k+1), f(k+2), \ldots, f(k+n)]^T = H\Delta u(k-1) + F_y(k),
\]

\[
G = \begin{bmatrix}
g_0 & 0 & \cdots & 0 
g_1 & g_0 & \cdots & 0 
\vdots & \vdots & \ddots & \vdots 
\vdots & \vdots & \cdots & g_0 
g_{N-1} & g_{N-2} & \cdots & g_{N-N_u}
\end{bmatrix}_{N_u \times N_u}
\]

\[
H^T = [H_1, \ldots, H_N], \quad F^T = [F_1, \ldots, F_N].
\]

From (8), the optimized performance index of GPC can be described as

\[
\min J(t) = \sum_{t=1}^{N_a} \left[ L_t - G_t W_t^T (k_a) \hat{e}(k_a) \right]^2 + \sum_{t=1}^{N_a} \beta_t \left[ W_t^T (k_a) \hat{e}(k_a) \right]^2
\]

(10)

where \( N \) is the optimization time domain, \( N_a \) is the control time domain which means the control variables won’t change after \( N_a \) steps. \( L_t = \alpha(k+j) - H_t \Delta u(k-1) - F_t y(k) \), \( \beta_t \) is a positive constant, \( G_j(z^{-1}) = E_j(z^{-1})B(z^{-1}) \).

Based on the performance index function, the optimal control law can be calculated as

\[
u = (\lambda I + G^T G)^{-1} (\lambda \hat{e} + F^T [\hat{u} - F_y (k) - H \Delta u (k-1)])
\]

(11)

From (10), \( \Delta k \) can be described as

\[
\hat{W} = [\hat{e}^T (G^T G + \lambda I) \hat{e}]^{-1} \hat{e} G^T L
\]

(12)

Therefore, the optimal control sequence is calculated as

\[
\Delta u(k) = \begin{bmatrix}
\Delta u(k) \\
\Delta u(k+1) \\
\vdots \\
\Delta u(k+N_u-1)
\end{bmatrix}
= \hat{W}
\]

(13)
\[
\dot{e} = \begin{bmatrix}
e_t(k) & e_t(k-1) & e_t(k-2) & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & e_t(k) & e_t(k-1) & e_t(k-2) & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots & e_{\kappa}(k) & e_{\kappa}(k-1) & e_{\kappa}(k-2)
\end{bmatrix}_{\kappa, \kappa_N_1},
\]

\[
\hat{W} = \begin{bmatrix}
W(k) \\
W(k+1) \\
\vdots \\
W(k+N_1-1)
\end{bmatrix} = \begin{bmatrix}
[w_{1}(k) & w_{1}(k) & w_{1}(k)]^T \\
[w_{1}(k+1) & w_{1}(k+1) & w_{1}(k+1)]^T \\
\vdots \\
[w_{1}(k+N_1-1) & w_{1}(k+N_1-1) & w_{1}(k+N_1-1)]^T
\end{bmatrix}_{\kappa, \kappa_N_1}
\]

From (12), the optimal PID parameters are obtained, as shown in (14)

\[
\begin{align*}
k_p(k) &= -w_1(k) - 2w_2(k) \\
k_i(k) &= w_1(k) + w_2(k) + w_2(k) \\
k_d(k) &= w_2(k)
\end{align*}
\]

3.2. Model Parameters Identification

The method based on forgetting factor recursive least square (FFRLS) is introduced in this part to identify the controlled object model of SST. In the control process, the parameters need to be figured out using CARIMA model instead of directly identifying the time constant, proportion coefficient and delay time [16]. The controlled object model of minor loop and main loop in least square format based on CARIMA can be described as

\[
\begin{align*}
y_1(k) &= \varphi_1^T(k)\theta_1 + \xi_1(k)/\Delta \\
y_2(k) &= \varphi_2^T(k)\theta_2 + \xi_2(k)/\Delta
\end{align*}
\]

where

\[
\varphi_1(k) = [-y_1(k-1), \ldots, -y_1(k-n_1^1), y_2(k-1), \ldots, y_2(k-n_2^1-1)] \\
\theta_1 = [a_1^0, \ldots, a_1^{n_1^0}, b_1^0, \ldots, b_1^{n_2^0}] \\
\varphi_2(k) = [-y_2(k-1), \ldots, -y_2(k-n_1^2), y_1(k-d), \ldots, y_1(k-n_2^2-d)] \\
\theta_2 = [a_2^0, \ldots, a_2^{n_1^0}, b_2^0, \ldots, b_2^{n_2^2}] 
\]

The parameter matrix updates automatically every once in \(N_1\) sampling time, and the identification proceeds over time, by which the on-line data sampled forms a rolling window. Let \(N_1\) be sample space, \(p = N_1/N_\rho\), and \(N_\rho > N_1\).

The process of FFRLS model identification of SST in rolling window can be described as follows.

Step1: Set sampling space \(N_\rho\) and sampling time \(N_\rho\), and ensure \(N_\rho/N_\rho\) is an integer, \(N_\rho > N_1\).

Step2: Determine the initial value \(\theta(0)\) and \(P(0)\), and set forgetting factor \(\rho\), and obtain the initial data.

Step3: Obtain current output \(y(k)\) and input \(z(k)\) through sampling, and save it to the data vector of rolling window.

Step4: Obtain \(\hat{K}(k)\), \(\hat{\theta}(k)\) and \(\hat{P}(k)\) by using FFRLS. The formulas for estimating parameters of FFRLS is

\[
\begin{align*}
\theta(k) &= \theta(k-1) + K(k) [ y(k) - \varphi^T(k) \theta(k-1) ] \\
K(k) &= P(k-1) \rho(k) [ \rho + \varphi^T(k) P(k-1) \rho(k) ]^{-1} \\
P(k) &= \frac{1}{\rho} [ I - K(k) \rho(k) ] P(k-1)
\end{align*}
\]
where $\varphi$ is the observation data.

Step5 : $k \rightarrow k+1$, return to Step2, and conduct circular computations in rolling window.

After the model parameters of SST is identified on-line in rolling window using FFRRLS, the results can be transferred to the on-line optimization module for the next step of computation.

### 3.3. Model of PID Parameters Tuning

The hierarchical predictive PID control strategy adopts optimal control law, and the optimal control sequence is obtained by calculating minimized GPC performance index, which can be used to figure out the PID parameters. To simplify the process, the problem of obtaining the constraint control variables is transformed into a problem of tuning PID parameters. The mathematical model of the main loop parameters tuning is as follows.

$$
\min J_1(t) = E\left\{ \sum_{j=0}^{N_1} [y_j(t+j) - \hat{y}_j(t+j)]^2 + \sum_{j=1}^{N_2} \hat{a}_j[j(\Delta u_j(t+j-1))] \right\}
$$

s.t. $\hat{\kappa} \in S_1$

$$
\quad u_{\text{max}} \leq u_j(t+j) \leq u_{\text{max}}
$$

$$
\quad \Delta u_{\text{max}} \leq \Delta u_j(t+j) \leq \Delta u_{\text{max}}
$$

where Subscript 1 represents the parameters of main loop, $J_1$ is the GPC performance index of main loop, $\hat{\kappa} = [K_p, K_i, K_d]^T$ is PID parameter vectors of main loop, and $s$ is the custom zone of main loop PID parameters.

The mathematical model of minor loop parameters tuning is as follows.

$$
\min J_2(t) = E\left\{ \sum_{j=0}^{N_1} [y_j(t+j) - \hat{y}_j(t+j)]^2 + \sum_{j=1}^{N_2} \hat{a}_j[j(\Delta u_j(t+j-1))] \right\}
$$

s.t. $\hat{\kappa} \in S_1$

$$
\quad u_{\text{max}} \leq u_j(t+j) \leq u_{\text{max}}
$$

$$
\quad \Delta u_{\text{max}} \leq \Delta u_j(t+j) \leq \Delta u_{\text{max}}
$$

where Subscript 2 represents the parameters of minor loop, $J_2$ is the GPC performance index of minor loop, $\hat{\kappa} = [K_p, K_d]^T$ is PD parameter vectors of minor loop, and $s$ is the custom zone of minor loop PID parameters.

The conventional methods of PID parameters tuning aren’t easy to realize in computers and the robustness of the system isn’t strong enough. The fixed parameters don’t adapt to the model change process of the SST control. To meet the needs of hierarchical predictive PID control and solve the constraint control variables, intelligence algorithms, which have high precision, high speed, and strong robustness, can be introduced, such as genetic algorithm, particle swarm optimization, immune algorithm, etc.[17,18]. But this is not the topic of this paper and can be further studied.

### 4. Simulation and Analysis

#### 4.1. Establishment of the Multi-model Set of SST

In order to obtain the linear model set of SST control object, which is required in simulation experiments, a dynamic model identification method of superheater in USC is used based on multi-model modeling theory under variable loads. The field operation data of 3# Unit of Chaozhou USC, China, is used in the identification process of model parameters. Four typical loads, 1000MW, 850MW, 700MW and 550MW, are selected, and the models of spray desuperheater(leading segment) and final superheater(inert segment) under variable loads conditions are established. The SST multi-model set of Chaozhou USC is obtained after repeated identification tests, and is shown in Table 1. The multi-model set is used to produce data during the process of model identification in the simulation.
Simulink is used to construct the simulation platform of SST control system, and the system model is divided into a two-level structure in accordance with the design of SST control system. The bottom level contains the SST cascade PID control, the multi-model set, white noise, etc. The upper level contains FFRLS algorithm, Ziegler-Nichols (Z-N) algorithm, etc. The dynamic process of SST control system is affected by the model precision and control parameters. Therefore, the parameters of control system need to be set before the simulation test. The parameters are shown in Table 2.

Table 2. Parameters Setting of Hierarchical Predictive PID

<table>
<thead>
<tr>
<th>Loop</th>
<th>GPC Parameters</th>
<th>FFRLS Rolling Identification Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>N1</td>
</tr>
<tr>
<td>Main</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Minor</td>
<td>d+10</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: T is sampling period, \( N_1 \), \( N_2 \) are the starting and ending time of prediction, \( \alpha \) is diffusion factor, \( d \) is inert segment delay which updates according to identification results.

In the simulation process, the proposed control strategy is compared with piecewise cascade PID control strategy. Both of them use the conventional Z-N algorithm to adjust PID parameters. Since piecewise PID control strategy has fixed parameters in each of the load segment, MATLAB pidtool is used for PID parameters tuning. The results are as Table 3.
4.3. Simulation Results

1) Simulation under monotone load changes

In this part, the SST control simulation starts under 50% load (or 90% load), and runs for 20 minutes after the control system reaches a steady state. Then the load increases (or decreases) 1% per minute to 70% and also stays for 20 minutes. Finally the load increases (or decreases) 1% per minute to 90% (or 50%) and lasts for 20 minutes. The variation trends of SST control under monotone increasing and decreasing load are shown in Figure 2 and Figure 5 respectively. Mid-point (60% and 80%) switch mode of transition load is applied to transform the model. The control simulation results of the two control strategies without disturbance and with internal disturbance are obtained, and the system response curves are shown in Figure 3, Figure 6 and Figure 4, Figure 7 respectively.

![Figure 2. Variation Trend of Monotone Increasing Load](image)

![Figure 3. Output Curves of System Step Response without Disturbance under Monotone Increasing Load](image)
Figure 4. Output Curves of System Step Response with Internal Disturbance under Monotone Increasing Load

Figure 5. Variation Trend of Monotone Decreasing Load

Figure 6. Output Curves of System Step Response without Disturbance under Monotone Decreasing Load
Figure 7. Output Curves of System Step Response with Internal Disturbance under Monotone Decreasing Load

It can be seen from Figure 3 and Figure 6 that the hierarchical predictive PID control strategy makes smaller overshoot in the load transition process, which means the proposed method enables SST control system to have a better control effect when the load changes monotonically. Then the white noise is introduced in the simulation whose expectation is 0 and variance is 400. It can be seen from Figure 4 and Figure 7 that as the minor loop of the proposed structure is qualified with a better anti-disturbance ability, the introduction of internal disturbance doesn’t cause a large fluctuation of SST. From Figure 6 and Figure 7, it can be seen that the proposed method makes the shorter in the load decreasing process. In conclusion, the hierarchical predictive PID control system has a better control performance and stronger anti-disturbance ability under monotone load changes.

2) Simulation under non-monotone load changes

In this part, the SST control simulation starts under 90% load (or 100% load), and runs for 20 minutes after the control system reaches a steady state. Then the load increases (or decreases) 0.5% per minute to 100%(or 90%) and also stays for 20 minutes. Finally the load decreases (or increases) 0.5% per minute to 90% (or 100%) and lasts for 20 minutes. The variation trends of SST control under non-monotone load changes are shown in Figure 8 and Figure 11. Mid-point (95%) switch mode of transition load is applied to transform the model. The control simulation results of the two control strategies without disturbance and with internal disturbance are obtained, and the system response curves are shown in Figure 9, Figure 12 and Figure 10, Figure 13 respectively.

Figure 8. Variation Trend of Load that Increases First and Decreases Then
Figure 9. Output Curves of System Step Response without Disturbance under Load that Decreases First and Increases Then

Figure 10. Output Curves of System Step Response with Internal Disturbance under Load that Decreases First and Increases Then

Figure 11. Variation Trend of Load that Decreases First and Increases Then
It can be seen from Figure 9 and Figure 12 that the hierarchical predictive PID control strategy makes smaller overshoot in the load transition process, which means the proposed method enables SST control system to have a better control effect when the load changes non-monotonically. Then the white noise is introduced in the simulation whose expectation is 0 and variance is 400. It can be seen from Figure 10 and Figure 13 that as the minor loop of the proposed structure is qualified with a better anti-disturbance ability, the introduction of internal disturbance doesn’t cause a large fluctuation of SST. From Figure 9, Figure 12, Figure 10 and Figure 13, it can be seen that the proposed method makes the settling time shorter in the load decreasing process. In conclusion, the hierarchical predictive PID control system has a better control performance and stronger anti-disturbance ability, which can adapt to the model change process of the SST under non-monotone load changes.

5. Conclusion

In order to solve the SST control problem of USC units under large-scale load changing, such as model uncertainty and lack of compatibility with advanced control algorithms, a hierarchical GPC-based PID control strategy is proposed in this paper. The cascade PID control strategy is applied in the bottom level to adapt to the characteristics of the DCS. The upper level consists of three modules — model parameters identification module, on-line optimization module and PID parameters
tuning module. The performance index based on GPC is derived, and FFRLS based on rolling window is employed to identify the SST model. PID parameters tuning model is established based on predictive index. The simulation results show that the hierarchical predictive PID control method is qualified with shorter settling time and stronger robustness than piecewise PID control. It can adapt to the model change process of the SST. In this paper, the theoretical study and simulation analysis has obtained some achievements, but further research will need to be done to compare the proposed control method with other widely used SST control strategies, and to apply the method in DCS of USC units.
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