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Abstract

In this paper, we present a new method for automatic image annotation by applying semi-supervised learning based on the Bayesian framework. On the one hand, we employ the semi-supervised learning, i.e., transductive support vector machine (TSVM) to enhance the quality of training image data, which is a promising way to find out the underlying relevant data from the unlabeled ones. On the other hand, a simple yet very efficient Bayesian model is built to implement image annotation by the maximum a posteriori (MAP) criterion. The novelty of our method mainly lies in two aspects: exploiting TSVM to improve the quality of training image dataset and utilizing the Bayesian model to predict the candidate annotations for the unseen images. Experimental results on the standard Corel dataset demonstrate that the proposed method is superior or highly competitive to several state-of-the-art approaches.
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1. Introduction

Automatic image annotation (AIA) has been an active research topic in recent years due to its potential impact on both image understanding and semantic based image retrieval. AIA refers to the process of learning statistical models from a training set of pre-annotated images in order to generate annotations for unseen images using visual feature extracting technology. In recent years, many methods have been proposed for image annotation by viewing image annotation as a supervised classification problem [1], which treats each semantic concept as an independent class and constructs different classifiers for different concepts. As the representative work, Li et al. [2] present a statistical modeling approach based on the two dimensional multi-resolution hidden Markov model to index images linguistically. Cusano et al. [3] make use of support vector machine (SVM) to do image segmentation and annotation simultaneously. Goh et al. [4] employ one-class and two-class SVMs by constructing a 3-level multiple sets of SVMs for multiclass image annotation. To be specific, level 1 consists of several sets of classifiers trained by different subset of training samples, and its probabilistic outputs are normalized by each set of classifiers before using them in level 2. Level 2 is the fusion process used to find a confidence factor in addition to the highest probabilistic decision. At level 3, the confidence factors of same concept are added together, and the concept with the maximum cumulative confidence is the final decision corresponding to the final annotation. Besides, Rui et al. [5] present a novel semi-naïve Bayesian approach
by incorporating clustering with pairwise constraints for automatic image annotation. In addition, Yang and Dong [6] implement image annotation based on a Bayesian framework, in which the complement components analysis is constructed to estimate the class conditional probabilities in the feature subspace. Followed by they propose asymmetrical support vector machine-based multiple-instance learning (MIL) algorithm to extend the conventional support vector machine through MIL so as to train the SVM in a new space [7]. Li et al. [8] formulate the image annotation problem as a joint classification task based on two dimensional conditional random fields (CRF) together with semi-supervised learning, in which the 2D CRF is used to effectively capture the spatial dependency between the neighboring labels while the semi-supervised learning technique is employed to exploit the unlabeled data to improve the joint classification performance. Recently, Qi et al. [9] apply a similar framework to [4] for image annotation, but they fuse the decisions classifier by classifier instead of set by set. Meanwhile, they use both global and local features in two different sets of SVMs, which can effectively compensate the limitations of one type of feature by the other. Gao et al. [10] present CG-SVM for semantic image annotation by utilizing the clustering result to select the most informative image samples to be labeled and optimizing the penalty coefficient. More recently, Zhao and Zhu [11] construct TSVM-HMM for automatic image annotation, which integrates the discriminative classification with the generative model to mutually complete their advantages for better annotation performance. Subsequently, Feng et al. [12] propose an improved transductive multi-instance multi-label (TMIML) learning algorithm with application to automatic image annotation, which aims at taking full advantage of both labeled and unlabeled data to address some annotation issues. In addition, Jiang et al. [13] adopt learning vector quantization (LVQ) technique to optimize low-level features extracted from given images, and then select some representative vectors with LVQ to train support vector machine classifier instead of using all feature data.

As briefly reviewed above, most of these approaches can achieve state-of-the-art performance and motivate us to explore better image annotation methods with the help of their excellent experiences and knowledge. So in this paper, we present a new method for automatic image annotation by using semi-supervised learning based on the Bayesian framework. On the one hand, the semi-supervised learning is applied to enhance the quality of training image data, which can meet the requirement of a large number of labeled images to guarantee the annotation model’s feasibility. On the other hand, a simple yet very efficient Bayesian model is constructed to implement image annotation by the maximum a posteriori (MAP) criterion. Finally, we evaluate our method on the standard Corel dataset and the experimental results are comparative to several state-of-the-art approaches.

The rest of the paper is organized as follows. Section 2 describes semi-supervised learning, especially the transductive support vector machine. Section 3 elaborates the procedure for image annotation based on the Bayesian framework. Experimental results on the standard Corel dataset are reported and analyzed in Section 4. Finally, we end this paper with some important conclusions and future work in Section 5.

2. Semi-Supervised Learning

Semi-supervised learning, which is a family of algorithms that take advantage of both labeled and unlabeled data, has been extensively studied for a couple of years [14, 15]. Among which the transductive support vector machine (TSVM), also called semi-supervised support vector machine (S^3VM) located between supervised learning with fully-labeled training data and unsupervised learning without any labeled training data, is a promising way to find out the underlying relevant data from the unlabeled ones. TSVM works as follows: given a key-
word $w$, several labeled regions are taken as the relevant examples and the initial non-relevant examples are randomly sampled from the remaining regions. A two-class SVM classifier is trained firstly. Then based on the learnt SVM classifier, the most confident relevant regions and the most non-relevant ones are added into the relevant and non-relevant training set respectively. With the expanded training set, SVM classifier will be re-trained until the maximum time of iteration is reached. Finally, an expanded set of labeled regions can be obtained to benefit for modeling the visual feature distribution of the keyword $w$. So in this paper, we adopt TSVM to explore more relevant image regions so as to enhance the quality of training data. The procedure of it for mining more relevant labeled data is shown as follows.

**Algorithm 1** Procedure of the TSVM for Mining Relevant Regions

**Input:** $R_L^0$ and $R_U^0$ denote the sets of labeled and unlabeled regions for the keyword $w$; $S$ is a SVM classifier; $m$, $n$ and $K$ denote control parameters

**Output:** $R_L^k$ an expanded set of labeled regions

**Process:**
1. for $k=1$ to $K$ do
2. Learning a SVM classifier $S$ from $R_L^k$
3. Using $S$ to classify regions in $R_U^k$
4. Selecting $m$ most confidently predicted regions from $R_U^k$ which are labeled as relevant examples
5. Selecting $n$ most confidently predicted regions from $R_U^k$ which are labeled as non-relevant examples
6. Adding $m+n$ regions with their corresponding labels into $R_L^k$
7. Removing these $m+n$ regions from $R_U^k$
8. end for

3. **Bayesian Framework for Automatic Image Annotation**

For automatic image annotation, the Bayesian model works by finding the posterior probability that a concept belongs to an image. Given prior probabilities of annotation words and the corresponding class conditional probabilities for the image, then it is possible to assign annotation words to an image according to the posterior probability. Let $J$ denote the testing set of images, and let $T$ denote the training collection of annotated images. Each testing image $I \in J$ is represented by its regional visual feature $r = \{r_1, ..., r_m\}$, and each training image $I \in T$ is represented by both a regional visual feature $r = \{r_1, ..., r_m\}$ and an annotation word list $w = \{w_1, ..., w_s\}$, where $r_j$ ($j = 1, 2, ..., m$) is the set of visual features for region $j$ and $w_i$ ($i = 1, 2, ..., n$) is the $i$th annotation word in the vocabulary $V$. If we treat each annotation word $w_i$ as a distinct class label, then the annotation problem can be formulated as a supervised classification problem under Bayesian framework [6]. The posterior probability $P(w_i | I)$ can be calculated based on the class conditional probability $P(I | w_i)$ and prior probability $P(w_i)$ as follows:

$$P(w_i | I) \propto P(I | w_i) P(w_i)$$  

(1)
Since a testing image is divided into many regions, the class conditional probability can be computed by the following formula,

\[ P(I \mid w_i) = \sum_{j=1}^{m} P(r_j \mid w_i) \]  \hspace{1cm} (2)

By substituting Eq. (1) into Eq. (2), we can get,

\[ P(w_i \mid I) \propto \sum_{j=1}^{m} P(r_j \mid w_i)P(w_i) \]  \hspace{1cm} (3)

Note that the posterior probability is served as a degree of confidence and can be used as the criterion to select the top \( N \) words as the annotation for image \( I \).

\[ \hat{w} = \text{arg max} \{ P(w_i \mid I) \} \]

\[ = \text{arg max} \{ \sum_{j=1}^{m} P(r_j \mid w_i)P(w_i) \} \]  \hspace{1cm} (4)

Here the prior probability \( P(w_i) \) needs to be calculated from the training image set \( T \), which is usually estimated as follows:

\[ P(w_i) = \frac{|T_i|}{|T|} \]  \hspace{1cm} (5)

where \( |T_i| \) denotes the number of training images containing the annotation word \( w_i \). \( |T| \) is the size of training image data.

As for the class conditional probability \( P(r \mid w_i) \), similar to [6], we assume that the low-level features in set \( R_i \) follow a Gaussian distribution (\( R_i \) denotes the set of regions extracted from the training images annotated by the word \( w_i \)), thus it can be defined as below:

\[ P(r \mid w_i) = \frac{1}{\sqrt{2^k \pi^k \mid \Sigma \mid}} e^{-\frac{(r-R_i)^T \Sigma^{-1} (r-R_i)}} \]  \hspace{1cm} (6)

where \( \bar{r} \) is the mean of the low-level features in \( R_i \), \( \Sigma \) denotes the covariance matrix and \( k \) is the dimension of the feature vector in each region. To simplify our calculation, we assume each feature component is independent for the given keyword and \( \Sigma \) is reduced to a diagonal matrix. The framework of the proposed model is illustrated in Figure 1.
4. Experimental Results and Analysis

To make a fair comparison with the state-of-the-art approaches, we employ Corel5k as our experimental dataset, which consists of 5000 images from 50 Corel Stock Photo CD’s provided by [16]. Each CD contains 100 images with a certain theme, of which 90 are designated to be in the training set and 10 in the test set, resulting in 4500 training images and a balanced 500-image test collection. In addition, the normalized cuts (Ncuts) algorithm [17] rather than JSEG [18] is utilized to segment images into 1 to 10 regions. The reason lies in that JSEG is only focusing on local features and their consistencies while Ncuts aims at extracting the global impression of an image data. So Ncuts, to some extent, can get a better segmentation result than JSEG (As can be seen from Figure 2). For each image, only the regions larger than a threshold value are selected with the following visual features [19], which include 81 dimensional grid color moment features, 59 dimensional local binary pattern (LBP) texture features, 120 dimensional Gabor wavelets texture features, 37 dimensional edge orientation histogram features and 512 dimensional GIST features. As a result, each region is represented by a 809 dimensional feature vector. Subsequently, a Bayesian model is learned to implement image annotation by the maximum a posteriori criterion.
To demonstrate the effectiveness of our model proposed in this paper, we compare it with several previous approaches [16, 20, 21, 22, 23]. Without loss of generality, we compute the recall and precision of every word in the test set and use the mean of these values to summarize the model performance. recall=$B/C$ and precision=$B/A$, where $A$ is the number of images automatically annotated with a given keyword in the top 5 returned word list, $B$ is the number of images correctly annotated with that keyword in the top 5 returned word list, and $C$ is the number of images having that keyword in the ground truth annotation. Generally, the number of keywords selected to annotate the test image is determined by the number of regions. In our case, the keywords of five-top ranked regions with the largest area are determined to annotate the test image. The experimental results listed in Table 1 are based on two sets of words: the subset of 49 best words and the complete set of all 260 words that occur in the training set. From Table 1, it is easy to see that our model outperforms all the others, especially the first three approaches. Meanwhile, it is also superior to CRM and PLSA-WORDS by the gains of 6 and 8 words with non-zero recall, 4% and 3% mean per-word recall together with 14% and 20% mean per-word precision on the sets of 49 best words respectively. Correspondingly, the improvements of 21% and 15% mean per-word recall as well as 13% and 29% mean per-word precision on the sets of 260 words can be achieved.

<table>
<thead>
<tr>
<th>Models</th>
<th>Co-occurrence</th>
<th>Translation</th>
<th>CMRM</th>
<th>CRM</th>
<th>PLSA-Words</th>
<th>Our Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>#words with recall&gt;0</td>
<td>19</td>
<td>49</td>
<td>66</td>
<td>107</td>
<td>105</td>
<td>113</td>
</tr>
<tr>
<td>Results on 49 best words</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean per-word recall</td>
<td>-</td>
<td>0.34</td>
<td>0.48</td>
<td>0.70</td>
<td>0.71</td>
<td>0.73</td>
</tr>
<tr>
<td>Mean per-word Precision</td>
<td>-</td>
<td>0.20</td>
<td>0.40</td>
<td>0.59</td>
<td>0.56</td>
<td>0.67</td>
</tr>
<tr>
<td>Results on all 260 words</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean per-word recall</td>
<td>0.02</td>
<td>0.04</td>
<td>0.09</td>
<td>0.19</td>
<td>0.20</td>
<td>0.23</td>
</tr>
<tr>
<td>Mean per-word Precision</td>
<td>0.03</td>
<td>0.06</td>
<td>0.10</td>
<td>0.16</td>
<td>0.14</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 2 shows some annotating results (only four cases are listed here due to the limited space) generated by PLSA-WORDS and our model respectively. As can be seen from Table
2, the performance of our model is superior or highly competitive to that of PLSA-WORDS (Note that the enriched and re-ranked annotations compared to those of the ground truth and PLSA-WORDS are underlined and italic respectively), which further demonstrates the effectiveness of our model proposed in this paper.

### Table 2. Annotation Comparison Between PLSA-WORDS and Our Model

<table>
<thead>
<tr>
<th>Images</th>
<th>Ground Truth Annotation</th>
<th>PLSA-WORDS Annotation</th>
<th>Our Model Annotation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>tiger, forest, cat, trees</td>
<td>garden, flowers, landscape, trees</td>
<td>mountain, water, sky, clouds</td>
</tr>
<tr>
<td></td>
<td>polar, bear, snow, tundra</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Images</th>
<th>Ground Truth Annotation</th>
<th>PLSA-WORDS Annotation</th>
<th>Our Model Annotation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>tiger, forest, cat</td>
<td>flowers, trees, garden, plants, farm</td>
<td>mountain, sky, water, clouds, trees</td>
</tr>
<tr>
<td></td>
<td>snow, bear, polar, tundra, ice</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In addition, to validate the retrieval performance of our model proposed in this paper, mean average precision (mAP) is also employed as a metric to evaluate the performance of single word retrieval, which has been a standard measure for the retrieval of text document for years and it has the ability to summarize the retrieval performance in a meaningful way. Here, we only compare our model with CMRM, CRM and PLSA-WORDS due to mAP of other methods cannot be accessed directly. As shown in Table 3, our model is obviously superior to CMRM. Compared with PLSA-WORDS, it can get 9% and 27% improvements on 260 words and words with positive recall respectively. In addition, even though our model can get the same mAP as that of CRM model, we can obtain 22% improvement of the mean average precision value on the words with positive recall.

### Table 3. Ranked Image Retrieval Results based on one Word Queries

<table>
<thead>
<tr>
<th>Models</th>
<th>Mean Average Precision for Corel Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All 260 words</td>
</tr>
<tr>
<td>CMRM</td>
<td>0.17</td>
</tr>
<tr>
<td>CRM</td>
<td>0.24</td>
</tr>
<tr>
<td>PLSA-WORDS</td>
<td>0.22</td>
</tr>
<tr>
<td>Our Model</td>
<td>0.24</td>
</tr>
</tbody>
</table>
To further illustrate the effect of our model proposed in this paper, Figure 3 presents the retrieval results obtained with single word queries on several challenging visual concepts being queries. Each row displays the top five matches to the semantic query “coast”, “columns”, “mountain” and “bridge” from top to bottom, respectively. The diversity of visual appearance of the returned images bears out that our model also has good generalization ability.

5. Conclusions

In this paper, we present a novel method for automatic image annotation by using semi-supervised learning based on the Bayesian framework. We first employ the semi-supervised learning, i.e., transductive support vector machine to enhance the quality of training image data, which utilizes the labeled and unlabeled data simultaneously and alleviates the harsh requirements of a large number of labeled training images during the image annotation model construction. And then the simple yet efficient Bayesian model is constructed to implement image annotation by the maximum a posteriori (MAP) criterion. Experimental results on the Corel5k dataset demonstrate the effectiveness of our model. In the future, we plan to employ other more complicated real-world image datasets, such as NUS-wide and Mirflickr to further evaluate the scalability and robustness of our model comprehensively.
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