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Abstract

This paper addresses the problem of stability analysis for linear systems with interval time-varying delay. A general form of the delay-fractioning approach is proposed, which not only takes advantage of all possible information on the delay's lower bound, but also exploits further information between the delay's upper and lower bounds. A new Lyapunov-Krasovskii functional (LKF) is constructed and delay-dependent stability criteria are derived in terms of linear matrix inequalities (LMIs) by using the piecewise analysis method. The convexity of the matrix function is used to avoid the conservatism caused by enlarging the time-varying delay to its upper bound in each subinterval. Numerical examples are given finally to verify the effectiveness of the proposed criteria.
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1. Introduction

Time-delays are often encountered in various practical systems such as biological systems, social systems, chemical processes and networked control systems. Due to the presence of time-delays, instantaneous information cannot be available for control actions, which may lead to oscillation or instability. Therefore, many researchers have been devoted to investigating the stability of time-delay systems [1, 2, 3].

The time-delay system's future evolution depends not only on its present state, but also on a period of its history. This cause-effect relationship has been traditionally modeled by functional differential equations. Usually, two approaches are used for stability analysis of time-delay systems: Razumikhin Theorem approach and Lyapunov-Krasovskii functional (LKF) approach. The latter approach is known to be less conservative for taking advantage of additional information of the time delay [1]. Two important sources of conservatism in the LKF approach are the choice of an appropriate LKF $V$ and the way to bound some cross terms arisen when manipulating the derivative of $V$. In the past decade, many methods were developed to reduce the conservatism of the LKF approach. For example, the descriptor model transformation method was used in [2] for studying the $H_1$ control problem of linear time-delay systems. In [4, 5], the free weighting matrices were adopted to derive delay-dependent stability criteria for systems with time-varying delay. In [6], a new stability analysis based on the Wirtinger's inequality was applied to sampled-data state-feedback systems.
stabilization and to a static output-feedback problem. In [7], the improved bounding technique was used for stability analysis of uncertain neutral systems with multiple time-varying delays.

Recently, a delay-fractioning approach for investigating stability of systems with constant time delay was presented in [8], and was extended to systems with time-varying delays in [9, 10, 11, 12]. The delay-fractioning approach provides an efficient way to reduce conservatism for exploiting more information of the delay. In [9, 11], in order to reduce the conservatism of the delay-dependent stability criteria, the delay range $[\tau_m, \tau_M]$ was divided into two equally spaced subintervals: $[\tau_m, \tau_a]$ and $[\tau_a, \tau_M]$, where $\tau_a = (\tau_m + \tau_M)/2$. In [10], the equal division idea of the delay range $[\tau_m, \tau_M]$ was just exploited by halving idea, therefore, there is still room for improvement of the delay fractioning approach by exploiting further information in the delay range $[\tau_m, \tau_M]$, which motivates our present work.

In this paper, the interval $[\tau_m, \tau_M]$ is divided into $n > 2$ subintervals with equal size, respectively. A new LKF is constructed based on this idea, then new delay-dependent stability criteria for time-delay systems are derived by using the free weight matrices method and Jensen's inequality. The proposed criteria can provide less conservative results than some of the existing literature. Numerical examples are given to demonstrate the effectiveness of the proposed method.

2. Problem Formulation

Consider the following system

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + A_1(t - d(t)) \\
\phi(t) &= \phi(t), \quad t \in [-\tau_M, 0]
\end{align*}
\]

where $x(t) \in \mathbb{R}^n$ is the state vector, $A \in \mathbb{R}^{n \times n}, A_1 \in \mathbb{R}^{n \times n}$ are known real constant matrices; $\phi(t)$ is a given continuous vector-valued initial function and subsection differential on $[-\tau_M, 0]$; $d(t)$ is the time-varying delay which satisfies

\[
\tau_m \leq d(t) \leq \tau_M
\]

where $\tau_m$, $\tau_M$ are constants satisfying $0 \leq \tau_m \leq \tau_M$. The time-varying delay is assumed to be fast-varying (with no restrictions on the delay’s derivative).

The following Lemma will be useful throughout this paper.

Lemma 1. (Jensen's inequality) For any given symmetric positive matrix $W > 0$, scalars $h_1$, $h_2$ and vector function $x : [h_1, h_2] \to \mathbb{R}^n$, we have:

\[
(h_2 - h_1)\int_{h_1}^{h_2} x^T(s)Wx(s)ds \geq \left(\int_{h_1}^{h_2} x(s)ds\right)^T W \left(\int_{h_1}^{h_2} x(s)ds\right).
\]

3. Main Results

We first divide the delay interval $[0, \tau_m]$ into $\eta > 2$ equally spaced subintervals as in [12], and divide the delay interval $[\tau_m, \tau_M]$ into $\lambda > 2$ equally spaced subintervals: $[\tau_m, \tau_i] \cup [\tau_i, \tau_M]$, $i = 1, 2, ..., \lambda - 1$. The proposed stability analysis, with $\eta + \lambda$ subintervals, is based on the following LKF candidate:
where
\begin{align*}
V_1(t) &= x^T(t)Px(t), \\
V_2(t) &= \int_{t-t_m}^{t} \zeta_1^T(s)Q_1\zeta_1(s)ds, \\
V_3(t) &= \int_{t-\tau_m}^{t} \zeta_2^T(s)R_2\zeta_2(s)ds, \\
V_4(t) &= \int_{t-t_m}^{t} \dot{x}^T(\theta)W_1\dot{x}(\theta)d\theta ds, \\
V_5(t) &= \int_{t-\tau_m}^{t} \ddot{x}^T(\theta)W_2\ddot{x}(\theta)d\theta ds,
\end{align*}
with
\begin{align*}
\zeta_1(s) &= \begin{bmatrix} x(s) & x(s-\tau_{1}+\tau_{m}) & \cdots & x(s-\tau_{m}+\tau_{m}) \end{bmatrix}, \\
\zeta_2(s) &= \begin{bmatrix} x(s) & x(s-\tau_{m}) & \cdots & x(s-\tau_{m}+\tau_{m}) \end{bmatrix}, \\
Q &= \begin{bmatrix} Q_{11} & \cdots & Q_{1\lambda} \\
\vdots & \ddots & \vdots \\
* & \cdots & Q_{\lambda\lambda} \end{bmatrix}, \\
R &= \begin{bmatrix} R_{11} & \cdots & R_{1\eta} \\
\vdots & \ddots & \vdots \\
* & \cdots & R_{\eta\eta} \end{bmatrix}.
\end{align*}

One can see that if the conditions
\begin{align}
P > 0, \quad & W_1 > 0, \quad W_2 > 0, \\
R &= \begin{bmatrix} Q_{11} & \cdots & Q_{1\lambda} \\
\vdots & \ddots & \vdots \\
* & \cdots & Q_{\lambda\lambda} \end{bmatrix} > 0, \\
R &= \text{diag}\{R_{11}, \ldots, R_{\eta\eta}\} > 0
\end{align}
are satisfied, then the LKF (3) is positive definite.

**Remark 1.** The analysis method proposed in [12] can reduce considerably the conservativeness for large values of $\tau_{m}$, but the benefits are shortened when the interval $[0, \tau_{m}]$ is reduced. In this case, the contributions of partitioning the interval $[\tau_{m}, \tau_{M}]$ are more significant. In [9–12], the interval $[\tau_{m}, \tau_{M}]$ is simply divided into two equally subintervals, therefore, there is still room for improvement by dividing this interval into more subintervals.

Before presenting the main results, we define $\xi(t) = \text{col}\{x(t), x(t-d(t)), x(t-\tau_{m}), \ldots, x(t-\eta\tau_{m}/\eta), x(t-\tau_{1}), \ldots, x(t-\tau_{\lambda} \cdots), x(t-\tau_{M})\}$, and $\tilde{e}_i$ ($i = 1, 2, \ldots, \eta + \lambda + 2$), $\tilde{e}_j$ ($j = 1, \ldots, \lambda$) are block entry matrices. For example, $\tilde{e}_i^T = [I \ 0 \ 0 \ \ldots \ 0 \ \underbrace{0}_{\eta + \lambda} \ 0 \ \ldots \ 0 \ \underbrace{0}_{\lambda}]$.

**Theorem 1.** For given scalars $\tau_{m}, \tau_{M}, \eta$ and $\lambda$, such that $0 < \tau_{m} < \tau_{M}$, $\eta > 2$, $\lambda > 2$, the system (1) is asymptotically stable if there exist matrices $P, W_1, W_2, Q, R$ in appropriate dimensions satisfying (4)-(6), and free-weighting matrices $N_{ab} \in \mathbb{R}^{n \times n}$ for $a \in \{1, \ldots, \lambda\}, \ b \in \{1, 2, 3, 4\}$, such that the following LMIs hold:
where

\[
\Psi_{ij} = \begin{bmatrix}
\Phi + \Omega_i & \Upsilon W_1 & \Upsilon W_2 & \Gamma_{ij} \\
* & -\frac{\lambda}{\tau_M} W_1 & 0 & 0 \\
* & * & -\frac{\lambda}{h} W_2 & 0 \\
* & * & * & -\frac{\lambda}{h} (W_1 + W_2)
\end{bmatrix} < 0
\]

for \(i \in \{1, 2, \ldots, \lambda\}, \ j \in \{1, 2\}.

\[
\Phi = \begin{bmatrix}
\Phi_1 & 0 & 0 \\
* & \Phi_2 & 0 \\
* & * & \Phi_3
\end{bmatrix},
\]

\[
\Phi_1 = \begin{bmatrix}
PA + A^TP + R_{11} & PA_1 \\
* & 0
\end{bmatrix},
\]

\[
\Phi_2 = \text{diag}(R_{22} - R_{11}, R_{33} - R_{22}, \ldots, R_{\eta \eta} - R_{\eta-1}(\eta-1)),
\]

\[
\Phi_3 = \begin{bmatrix}
\Pi_{11} & Q_{12} & \cdots & Q_{1\lambda} & 0 \\
* & \Pi_{22} & \cdots & \Pi_{2\lambda} & -Q_{1\lambda} \\
* & * & \cdots & \Pi_{\lambda\lambda} & -Q_{\lambda\lambda}
\end{bmatrix},
\]

\[h = \tau_M - \tau_m,
\]

\[\Upsilon = e_1 A^T + e_2 A^T.
\]

\[\Pi_{mn} = \begin{cases}
Q_{11} - R_{\eta \eta}, & m = 1, n = \eta, \\
Q_{mm} - R_{(m-1)(m-1)}, & m, n \in \{2, \ldots, \lambda\}, m \neq n,
\end{cases}
\]

\[
\Gamma_{11} = e_{\eta+1} + e_{11} + e_2 X_1 + e_2 X_2,
\]

\[
\Gamma_{12} = \lambda (e_{\eta+1} + e_2 X_2).
\]

\[
\Omega_i = \frac{\eta}{\tau_m} (e_1 e_1^T - e_3 e_3^T) - \frac{\eta}{\tau_m} (e_1 e_{i+1} - e_3 e_{i+1})\frac{\eta+1}{\tau_m} W_1 (e_1^T - e_{i+1}^T)
\]

\[
+ \frac{\lambda}{\tau_m} (e_\eta e_{\eta+1} - e_\eta e_{\eta+2})(W_1 + W_2)(e_{\eta+1}^T - e_{\eta+2}^T)
\]

\[
\quad + (e_{\eta+i+1} - e_2) \Gamma_{i1} + \Gamma_{i1} (e_{\eta+i+1} - e_2^T)
\]

\[
\quad + (e_2 - e_{\eta+i+2}) \Gamma_{i2} + \Gamma_{i2} (e_2^T - e_{\eta+i+2}^T).
\]

Proof. Taking the derivative of the LKF (3) with respect to \(t\) along the trajectory of (1) yields

\[
\dot{V}(t) = \sum_{i=1}^{5} \dot{V}_i(t)
\]
where
\[
\dot{V}_1(t) = \dot{x}^T(t)P(t)x(t) + \dot{x}^T(t)P(t)\dot{x}(t),
\]
\[
\dot{V}_2(t) = \zeta_1^T(t - \tau_m)Q(t - \tau_m) - \zeta_1^T(t - \tau_1)Q(t - \tau_1),
\]
\[
\dot{V}_3(t) = \zeta_2^T(t)R(t) - \zeta_2^T(t - 1)R(t - 1) - \frac{1}{\eta_m}R(t - \tau_m),
\]
\[
\dot{V}_4(t) = \tau_M \dot{x}^T(t)W_1\dot{x}(t) - \int_{t-\tau_m}^{t} \dot{x}^T(s)W_1\dot{x}(s)ds,
\]
\[
\dot{V}_5(t) = h\dot{x}^T(t)W_2\dot{x}(t) - \int_{t-\tau_m}^{t} \dot{x}^T(s)W_2\dot{x}(s)ds.
\]
Expanding the integral terms in \(\dot{V}_4(t)\) and \(\dot{V}_5(t)\), we have
\[
\dot{V}_4(t) + \dot{V}_5(t) = \xi^T(t)\Theta \xi(t) - \int_{t-\tau_m}^{t-\tau_1} f(s)ds - \int_{t-\tau_1}^{t-1} g(s)ds - \sum_{i=1}^{\tau_M-1} \int_{t-\tau_m}^{t-\tau_m - \frac{i}{\tau_M}} f(s)ds,
\]
where
\[
\Theta = \tau_M W_1 + h W_2,
\]
\[
f(s) = \xi^T(s)(W_1 + W_2)\dot{x}(s),
\]
\[
g(s) = \xi^T(s)W_2\dot{x}(s).
\]
Consider the case that \(d(t) \in [\tau_m, \tau_1]\). Using Leibniz-Newton formula, we obtain
\[
- \int_{t-\tau_m}^{t-d(t)} f(s)ds \leq \int_{t-d(t)}^{t-\tau_1} f(s)ds - \int_{t-\tau_1}^{t-d(t)} f(s)ds + 2\xi^T(t)\Gamma_{12} \left[ x(t - d(t)) - x(t - \tau_1) - \int_{t-d(t)}^{t-\tau_1} \dot{x}(s)ds \right]
\]
\[
\leq 2\xi^T(t)\Gamma_{12} \left[ x(t - d(t)) - x(t - \tau_1) \right] + (d(t) - \tau_m)\xi^T(t)\Gamma_{11}(W_1 + W_2)^{-1}\Gamma_{11}^T \xi(t)
\]
\[
+ (\tau_1 - d(t))\xi^T(t)\Gamma_{12}(W_1 + W_2)^{-1}\Gamma_{12}^T \xi(t).
\]
Then we define \(\tau_0 = \tau_m\), \(\tau_\lambda = \tau_M\), and apply Jensen's inequality (Lemma 1) to other integral terms in (9), which yields
\[
- \int_{t-\tau_k}^{t-\tau_{k+1}} f(s)ds \leq \frac{\lambda}{\tau_M - \tau_m}(e_{\lambda+1} - e_{\lambda+2})(W_1 + W_2)(e_{\lambda+1} - e_{\lambda+2}), \quad k \in \{2, ..., \lambda\},
\]
\[
- \int_{t-\frac{1}{2}\tau_m}^{t} g(s)ds \leq \frac{\eta}{\tau_m}(e_1 - e_3)W_1(e_1^T - e_3^T).
\]
Combing (8)-(13), we have

\[ \int_{t-rac{\tau_m}{n}}^{t-rac{\tau_m}{n+1}} g(s)ds \leq -\frac{\eta}{\tau_m}(e_l - e_{l+1})W_1(e_l^T - e_{l+1}^T), \quad l \in \{3, \ldots, \eta + 1\}. \]  

(13)

where

\[ \dot{V}(t) \leq \xi^T(t)\Xi\xi(t). \]  

(14)

\[ \Xi = \Phi + \Omega_1 + \Gamma_2 \Theta \Phi^T + \Lambda \]

with \( \Phi, \Omega_1, \Gamma \) being defined in (7) and

\[ \Lambda = (d(t) - \tau_m)\Gamma_{11}(W_1 + W_2)^{-1}\Gamma_{11}^T + (\tau_1 - d(t))\Gamma_{12}(W_1 + W_2)^{-1}\Gamma_{12}^T. \]

If \( \Xi < 0 \), then \( \dot{V}(t) < 0 \) for \( d(t) \in [\tau_m, \tau_1] \). Note that \( \Lambda \) is a convex combination of \( \Gamma_{11}(W_1 + W_2)^{-1}\Gamma_{11}^T \) and \( \Gamma_{12}(W_1 + W_2)^{-1}\Gamma_{12}^T \) on \( d(t) \in [\tau_m, \tau_1] \). Therefore, \( \Xi < 0 \) if the following inequalities hold

\[ \Phi + \Omega_1 + \Gamma_2 \Theta \Phi^T + \frac{h}{\lambda}\Gamma_{11}(W_1 + W_2)^{-1}\Gamma_{11}^T < 0 \]  

(15)

\[ \Phi + \Omega_1 + \Gamma_2 \Theta \Phi^T + \frac{h}{\lambda}\Gamma_{12}(W_1 + W_2)^{-1}\Gamma_{12}^T < 0 \]  

(16)

By the Schur complement, (15)(16) are equivalent to \( \Psi_{11} < 0 \) and \( \Psi_{12} < 0 \), respectively.

Similarly, we can derive that if \( \Psi_{1} < 0 \), \( \Psi_{2} < 0 \) for \( i \in \{2, \ldots, \lambda\} \), then \( \dot{V}(t) < 0 \) for \( d(t) \in (\tau_i, \tau_{i+1}] \). Therefore, it is easy to conclude that if (7) hold, then \( \dot{V}(t) < 0 \) for \( d(t) \in [\tau_m, \tau_M] \). This completes the proof.

**Remark 2.** Because the delay \( d(t) \) varies in the delay range \([\tau_m, \tau_M] \), we need to consider the effects of \( d(t) \) in each subinterval when we divide this delay range. The integral term

\[ -\int_{t-	au_{i-1}}^{t-	au_i} f(s)ds \quad \text{for} \quad i \in \{1, \ldots, \lambda\} \]

in the subinterval \([\tau_{i-1}, \tau_i] \) is fractionized into

\[ -\int_{t-	au_i}^{t-d(t)} f(s)ds \quad \text{and} \quad -\int_{t-d(t)}^{t-	au_{i-1}} f(s)ds. \]

Then using free weight matrices and the convexity of the matrix function, we avoid the conservatism caused by enlarging \( \tau(t) \) to \( \tau_i \) for each subinterval. Moreover, Jensen’s inequality is used to deal with other integral terms which reduces the computational efforts.

Note that the LMIs presented in Theorem 1 are infeasible when \( \tau_m = 0 \). In this case we consider a LKF candidate as follows

\[ \dot{V}(t) = V_1(t) + V_2(t) + V_4(t) \]  

(17)

where \( V_1(t), V_2(t), V_4(t) \) are defined in (3) with \( \tau_m = 0 \). Similar to the proof of Theorem 1, one can obtain the following corollary.

**Corollary 1.** For given scalars \( \tau_M, \lambda \), such that \( \tau_M > 0, \lambda \geq 2 \), the system (1) is asymptotically stable if there exist symmetric matrices \( \rho > 0, W_i > 0, Q \) in appropriate dimensions satisfying (5), and free-weighting matrices \( N_{ab} \in \mathbb{R}^{n \times a} \) for \( a \in \{1, \ldots, \lambda\} \), \( b \in \{1, 2, 3, 4\} \), such that the following LMIs hold:
4. Numerical Examples

In this section, two examples are given to illustrate the less conservatism of our results.

Example 1. Consider system (1) for the following parameters:

For \( \tau_m = 0 \), applying Corollary 1 with different \( \lambda \), we obtain the maximal allowable upper bounds of the time-varying delay for which the system remains asymptotically stable. The results are listed in Table 1. From Table 1, one can see that dividing the delay interval \([0, \tau_M]\) into \( \lambda > 3 \) subintervals considerably improves the results than the corresponding ones in [13, 14].
Table 1. Maximal $\tau_M$ for $\tau_m = 0$ in example 1

<table>
<thead>
<tr>
<th>Methods</th>
<th>$\tau_m = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theorem 1 $^{[14]}$</td>
<td>1.859</td>
</tr>
<tr>
<td>Corollary 2 $^{[13]}$</td>
<td>1.868</td>
</tr>
<tr>
<td>Corollary 1 $^{[13]}$</td>
<td>2.118</td>
</tr>
<tr>
<td>Corollary 1 ($\lambda = 3$)</td>
<td>2.127</td>
</tr>
<tr>
<td>Corollary 1 ($\lambda = 4$)</td>
<td>2.170</td>
</tr>
</tbody>
</table>

For various $\tau_m$, we compare the results obtained by Theorem 1 with those in [12] (see Table 2). It is clear that our method can not only achieve better results than the corresponding ones of [12], but also has fewer decision variables.

Table 2. Maximal $\tau_M$ for various $\tau_m$ in example 1

<table>
<thead>
<tr>
<th>Methods</th>
<th>$\tau_m = 0$</th>
<th>$\tau_m = 2$</th>
<th>$\tau_m = 12$</th>
<th>Number of variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theorem 1 $^{[12]}$ ($\eta = 2$)</td>
<td>2.230</td>
<td>2.217</td>
<td>2.779</td>
<td>526</td>
</tr>
<tr>
<td>Theorem 1 $^{[12]}$ ($\eta = 12$)</td>
<td>2.248</td>
<td>2.230</td>
<td>2.757</td>
<td>84</td>
</tr>
<tr>
<td>Theorem 1 ($\eta = 2$, $\lambda = 3$)</td>
<td>2.264</td>
<td>2.248</td>
<td>2.758</td>
<td>115</td>
</tr>
<tr>
<td>Theorem 1 ($\eta = 12$, $\lambda = 3$)</td>
<td>2.261</td>
<td>2.264</td>
<td>2.784</td>
<td>114</td>
</tr>
<tr>
<td>Theorem 1 ($\eta = 12$, $\lambda = 4$)</td>
<td>2.273</td>
<td>2.261</td>
<td>2.785</td>
<td>145</td>
</tr>
</tbody>
</table>

Example 2. Consider system (4) described by

$$A = \begin{bmatrix} 0 & 1 \\ -1 & -2 \end{bmatrix}, \quad A_1 = \begin{bmatrix} 0 & 0 \\ -1 & 1 \end{bmatrix}.$$  

For $\tau_m = 0$, Table 3 lists the maximal $\tau_M$ obtained by Corollary 1 with different $\lambda$. We can see that Corollary 1 can provide less conservative results than [15]. Moreover, Table 4 lists the maximal $\tau_M$ for various $\tau_m$ obtained by Theorem 1. From Table 4, we can see that our results (with $\lambda = 2$, $\eta = 2$ or $\lambda = 2$, $\eta = 12$) coincide with the ones in [12] by taking the same delay interval partition, but are less conservative than the corresponding ones of [12] when the delay interval $[\tau_m, \tau_M]$ is divided into $\lambda > 3$ subintervals, especially, the improvement is more obvious for small values of $\tau_m$.

Table 3. Maximal $\tau_M$ for $\tau_m = 0$ in example 2

<table>
<thead>
<tr>
<th>Methods</th>
<th>$\tau_m = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theorem 2 $^{[15]}$</td>
<td>1.06</td>
</tr>
<tr>
<td>Corollary 1 ($\lambda = 2$)</td>
<td>1.128</td>
</tr>
<tr>
<td>Corollary 1 ($\lambda = 3$)</td>
<td>1.150</td>
</tr>
<tr>
<td>Corollary 1 ($\lambda = 4$)</td>
<td>1.157</td>
</tr>
</tbody>
</table>
Table 4. Maximal $\tau_{mj}$ for various $\tau_m$ in example 2

<table>
<thead>
<tr>
<th>Methods \ $\tau_m$</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corollary 7 $[^{16}]$</td>
<td>1.620</td>
<td>2.488</td>
</tr>
<tr>
<td>Theorem 1 $[^{12}]$ ($\eta = 2$)</td>
<td>1.797</td>
<td>2.624</td>
</tr>
<tr>
<td>Theorem 1 $[^{12}]$ ($\eta = 12$)</td>
<td>1.798</td>
<td>2.628</td>
</tr>
<tr>
<td>Theorem 1 ($\eta = 2, \lambda = 2$)</td>
<td>1.797</td>
<td>2.624</td>
</tr>
<tr>
<td>Theorem 1 ($\eta = 2, \lambda = 3$)</td>
<td>1.804</td>
<td>2.626</td>
</tr>
<tr>
<td>Theorem 1 ($\eta = 2, \lambda = 4$)</td>
<td>1.806</td>
<td>2.627</td>
</tr>
<tr>
<td>Theorem 1 ($\eta = 12, \lambda = 2$)</td>
<td>1.798</td>
<td>2.628</td>
</tr>
<tr>
<td>Theorem 1 ($\eta = 12, \lambda = 3$)</td>
<td>1.808</td>
<td>2.631</td>
</tr>
<tr>
<td>Theorem 1 ($\eta = 12, \lambda = 4$)</td>
<td>1.808</td>
<td>2.631</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, a new stability analysis approach for time-delay systems with fast-varying delay has been considered. A general form of the delay-fractioning approach is proposed, which allows further exploitation on the information of both the delay’s upper and lower bounds. A new LKF is constructed based on the idea of dividing the delay intervals $[0, \tau_m]$ and $[\tau_m, \tau_M]$ into $\eta$ and $\lambda$ equally spaced subintervals, respectively, and delay-dependent stability criteria are derived by using free weight matrices and Jensen’s inequality. Some benchmark examples are given to illustrate that the proposed stability criteria are less conservative than some existing results.
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