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Abstract

In this paper, performance assessment methods of multivariable control system subject to piecewise constant time varying disturbance dynamics has been studied. The problem appeared on most industrial controllers are linear time invariant (LTI) while the process are often time varying. Take a series of disturbance dynamics that can be modelled by piecewise linear disturbance models, namely piecewise linear time varying (LTV) disturbance dynamics. The problem is formulated as searching for a multi-input multi-output (MIMO) benchmark control. In the paper, a method, which is based on output variance limit, is proposed to assess the performance of MIMO control system. A weighted performance index is constructed through dividing time varying disturbance into three types of constant disturbance. The upper and lower limits of the output variance would be determined by a special principle, and then Integral of time-weighted absolute value of the error (ITAE) would be used to optimize the parameters of controller and give the feasible controller model. The results show that the method is simple and available in practical application.
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1. Introduction

As Harris [1] firstly proposed the performance assessment in 1989, performance assessment of controller has been greatly developed. Single-input single-output (SISO) system assessment has been well dealt with, minimizing the variance of a most representative disturbance, or using the improved Type-C benchmark by the minimization of the sum of the weighted variances of all but one of major disturbances are the most common methods [2-4]. In fact, multi-input multi-output (MIMO) control system are most widely used in practice. Early research is almost on linear time invariant (LTI) control. Under linear time invariant feedback control, the closed-loop responses are typically reflected as non-stationary time series data. Regulating of time varying disturbances would require time varying or switching control laws [5]. However, most control system in use is time variant and it would be useful to find an LTI control method to optimize time varying disturbances. Many performance indexes have been proposed, such as relative variance index (RVI) [6], on pole index [7], and so on. At the same time, many methods for performance assessment have also been proposed. For example, MIMO linear time varying (LTV) disturbance method [8-9], upper limit of output variance used in closed loop [10], qualitative and quantitive assessment method in
simple feedback loop [11], MIMO minimum variance control method [12], variance contributions due to both disturbances and controllers method [13], obtaining a LQG benchmark based on the subspace approach [14]. However, because of the coupling and associated matrix calculation, the controller model is quite complicated and it is difficult to use in industry application.

In this paper, standard and improved Type-C benchmarks used in SISO system are extended as the regular linear time varying disturbance (LTVD) benchmark and weighted LTVD benchmark, respectively. The regular LTVD benchmark aims at minimizing the total output variance while the weighted LTVD benchmark at the aim of minimization of the sum of the weighted total variances. For a new defined generalized LTVD problem, the objective is to limit the output variance to assess the performance of MIMO LTVD system.

The main contributions of this paper are development of a new LTVD benchmark which is based on the controller parameter with output variance limit. In the paper, varying disturbance is divided in to three types of constant disturbance and a weighted performance index is constructed. After specifying the reasonable output variance, the upper and lower bounds of the generalized multivariable system closed-loop output variance could be obtained through the calculation of diagonal interactors, and then, controller parameters with minimum variance can be achieved. The remainder of the paper is organized as follows: Multivariate controller Multivariate controller performance assessment is revisited in Section 2. The LTVD benchmark problems based on output variance limit for MIMO processes are derived in Section 3, and they are referred to as the regular, weighted and generalized LTVD benchmark problems, respectively. The solutions to these LTVD benchmark problems are given in Section 4.

2. Review of Multivariate Controller Performance Assessment

Lots of research [18-20] have proposed solutions for the performance assessment of multivariate controllers based on the minimum variance control (MVC) benchmark. Firstly in the section, the interactor matrix would be introduced, and then filtering and correlation analysis (FCOR) algorithm would be summarized.

2.1. Interactor matrix

Multivariate process can be represented by

$$\Phi_i = T(q^{-1})u_i + N(q^{-1})a_i$$

where $T(q^{-1})$ is a $p \times m$ proper, rational polynomial transfer function matrix, $N(q^{-1})$ is a disturbance model, $\phi_i$, $u_i$ and $a_i$ are output, input and white noise vectors, then there exists a unique, non-singular, $p \times p$ lower left triangular polynomial matrix $D$, such that $|p|=q'$ and

$$\lim_{q \to 0} DT = \lim_{q \to 0} \hat{T} = \kappa_0$$

where $\kappa_0$ is a full rank (full column rank or full row rank) constant matrix, the integer $r$ is defined as the number of infinite zeros of $T$, and $\hat{T}$ is the time delay free transfer function (factor) matrix of $T$ which contains only finite zeros. The matrix $D$ is defined as the interactor matrix and can be written as

$$D = D_0 q^d + D_1 q^{d-1} + D_2 q^{d-2} + \ldots + D_{d-1} q$$

where \( d \) is denoted as the order of the interactor matrix and is unique for a given transfer function matrix, and \( D_{ij} \) (for \( i = 0,1,...,d-1 \)) are coefficient matrices[21]. If the interactor matrix satisfies
\[
D^T(q^{-1})D(q) = 1
\] (4)

Then this interactor matrix is defined as the unitary interactor matrix which has been established by Peng and Kinnnaert [22]. This unitary interactor is an all-pass term, and factorization of such a unitary interactor matrix does not change the spectral property of the system. The interactor matrix is an equivalent form of the time delay in multivariate systems and needs process model to capture the delay terms. The interactor matrix can be factored out by using QR factorization or singular value decomposition or direct definition [23].

2.2. Conventional algorithm with MVC benchmark

With unitary interactor matrix \( D \), the process output in (1) can be expressed as
\[
\Phi_i = T(q^{-1})u_i + N(q^{-1})a_i = D^{-T}Tu_i + Na_i
\] (5)

Since
\[
q^{-d}DN = F + q^{-d}R,
\]
The interactor filtered output can be written as
\[
\Phi_i = q^{-d}Dy_i = q^{-d}\tilde{T}u_i + q^{-d}DNa_i = Fa_i + q^{-d}(\tilde{T}u_i + Ra_i)
\] (6)

Then the closed-loop response of the filtered output under minimum variance control can be acquired as
\[
\Phi_{i\text{mv}} = Fa_i = (F_0 + F_1q^{-1} + \ldots + F_d q^{-d+1})a_i
\] (7)

This is the feedback control invariant term, and it can be solved as
\[
\Phi_{i\text{mv}} = q^{-d}D^{-1}(F_0 + F_1q^{-1} + \ldots + F_d q^{-d+1})a_i
\] (8)

Since
\[
D^{-1}(q) = D^{-1}(q^{-1})
\]
Therefore
\[
\Phi_{i\text{mv}} = (D_0^T + \ldots + D_d^T, q^{-d+1}) (F_0 + F_1q^{-1} + \ldots + F_d q^{-d+1})a_i
\]
\[
= (E_0 + E_1q^{-1} + \ldots + E_d q^{-d+1})a_i
\] (9)

where
\[
(E_0, E_1, \ldots, E_{d-1}) = (D_0^T, D_1^T, \ldots, D_{d-1}^T)
\] (10)
If

\[ E(a, a') = \sum a, \]

then

\[ E(\Phi, \Phi')| = \text{trace}(E \sum a E_d^T + E \sum a E_d^T + ... + E \sum a E_d^T) \]  \hspace{1cm} (11)

The overall performance indices can thus be calculated as the following:

\[ \eta_0 = \frac{\text{trace}(E(\Phi, \Phi')|)}{\text{trace}(E(\Phi, \Phi'))} \]  \hspace{1cm} (12)

The individual performance indices can thus be calculated as the following:

\[ \eta_i = \frac{\text{diag}(E(\Phi, \Phi')|)}{\text{diag}(E(\Phi, \Phi'))} \]  \hspace{1cm} (13)

An important assumption of these existing results with minimum variance control as the benchmark is that the disturbance dynamics are linear time invariant. However, practical experiences indicate that the disturbance dynamics are often time varying. In the following sections, we will consider a class of time varying disturbance dynamics and then present our solutions for their regulatory performance assessment problem.

3. LTVD Benchmarks for MIMO Processes

3.1 process description

We firstly state the following assumptions: (1) The plant is linear time invariant with no unstable zeros. (2) The disturbance model is piecewise linear time varying. (3) The controller is time invariant.

Consider a MIMO process \( r(q^{-1}) \) shown in Figure 1 subject to piecewise constant disturbance dynamics. Time varying disturbance matrix \( N_j(q^{-1}) \) varies at different time, and it can be expressed by piecewise constant disturbance. Error weighted matrix \( P_c \) and control weighted matrix \( F_c \) can limit the maximum value of control signal so as to make the controller more feasible. Matrix \( N_k(q^{-1}) \) of multi variance control system can be acquired from a set of specific value, operation parameter of the controller or output of closed loop. Linear controller \( Q(q^{-1}) \) also have influence on the couple part of the controlled system \( G(q^{-1}) \). White noise sequences with zero mean.

We have assumed that disturbance dynamics are piecewise linear time varying. This type of time varying disturbances are reflected as different output trajectories in different time sections, each section having a linear time invariant disturbance model. It is assumed that the i-th disturbance is the most representative of the disturbances that are affecting the process while the j-th section of the disturbances corresponds to the significant but transient upset within the process. It is required that the closed-loop response to the j-th section of disturbance is to be settled down along some user specified trajectory. The process is also affected by some other disturbances at different time periods beside the two kinds referred before. We denote the k-th disturbance as the k-th section response or simply call it as the k-th section for simplicity. The k-th disturbance has the middle significance between i-th and j-th, it is just used to assess whether the performance can meet the demand after the adjustment of j-th disturbance. In both linear time variant system and linear time invariant system, the
important kinds of the disturbance are i-th and j-th, k-th can be partly included in i-th and the other part in j-th.

Figure 1. Framework of generalized multivariate system

In order to make j-th disturbance meet the demand of output variance, the transfer function $T(q^{-1})$ can be used to instead of the feedback term. Usually, the $T(q^{-1})$ can be expressed as the following:

$$T(q-1) = \begin{bmatrix} \alpha_{11} + \beta_{1} q^{-1} & \alpha_{12} + \beta_{2} q^{-1} \\ 1 - \lambda q^{-1} & 1 - \lambda q^{-1} \\ \alpha_{21} + \beta_{3} q^{-1} & \alpha_{22} + \beta_{4} q^{-1} \\ 1 - \lambda q^{-1} & 1 - \lambda q^{-1} \end{bmatrix}$$

(14)

Where

$$\lambda = \begin{bmatrix} \lambda_1 & \lambda_2 \end{bmatrix}, \quad \alpha = \begin{bmatrix} \alpha_{11} & \alpha_{12} \\ \alpha_{21} & \alpha_{22} \end{bmatrix}, \quad \beta = \begin{bmatrix} \beta_{1} & \beta_{2} \\ \beta_{3} & \beta_{4} \end{bmatrix}.$$ \hspace{1cm} (15)

$\alpha$, $\beta$ are parameters to determined, and $\lambda$ represents the response dynamics that can be specified by the user[24]. The closed loop output of the j-th disturbance can be expressed as the following:

$$\Phi_{j}^{(i)} = F_{j}(q^{-1})a_{i} + q^{-d_{e}}T(q^{-1})a_{i}$$

(16)

Where, $F_{j}$ is constant feedback control term separated from generalized matrix though Diophntine function.

$$N_{d_{e}}^{(i)} = F_{j}(q^{-1}) + q^{-d_{e}}G_{e}(q^{-1})$$

(17)

d_{e} is the highest order of Delay matrix of I/O in the controlled system. The closed loop output of the i-th disturbance and k-th can be expressed as the following respectively:

$$\Phi_{i}^{(i)} = \left[ F_{i}(q^{-1}) + q^{-d_{e}}T(q^{-1}) \right] N_{d_{e}}^{(i)} N a_{i}$$

(18)

$$\Phi_{j}^{(k)} = \left[ F_{j}(q^{-1}) + q^{-d_{e}}T(q^{-1}) \right] N_{d_{e}}^{(i)} N a_{i}$$

(19)
We can know output total variance of closed loop is equal to the $H_2$ norm of the transfer matrix from the Parseval principle, so

$$\text{var}(\Phi^{(i)}) = \left\| F_j(q^{-1}) + q^{-d_G}T(q^{-1}) \right\|$$

(20)

$$\text{var}(\Phi^{(j)}) = \left\| F_j(q^{-1}) + q^{-d_G}T(q^{-1})N_j^{-1}N_k \right\|$$

(21)

$$\text{var}(\Phi^{(k)}) = \left\| F_j(q^{-1}) + q^{-d_G}T(q^{-1})N_j^{-1}N_k \right\|$$

(22)

According to the optimization of free parameters of transfer function $T(q^{-1})$, the best control model can be expressed as the following:

$$Q_o = \frac{G_p(q^{-1}) - L_p(q^{-1})}{q^{d_G}F_r(q^{-1}) + q^{-d_G}T(q^{-1})}$$

(23)

### 3.2 Determination of the Upper and Lower Limit of the Variance

As described before, two free parameters are included in the transfer matrix $T(q^{-1})$. For generalized multi-variances system, the two parameters can be calculated through integral of time-weighted absolute value of the error (ITAE) optimization:

$$J_{\text{ITAE}} = \int_0^\infty t|e_o(t)|dt$$

(24)

Where $e_{o(t)}$ is the generalized error of system which is relative with $T(q^{-1})$. At least one group value of $\alpha$ and $\beta$ would be acquired to make the trace of closed loop output variance under the i-th and k-th disturbance, and variance of j-th disturbance also can be limited in a range, but it should be given some constraints to the variance of j-th disturbance based on the fact. Here, we can determine the lower limit value of closed loop output variance: the sum of variance of the three kinds of disturbance.

When we calculate the lower value of the multi-variance system, the significance of the disturbance on the system should be paid attention. The output variance of i-th disturbance cannot be avoid in the practice, and the value should be smaller and smaller. Because of the random chance, j-th is the major reason of the deterioration of the performance. It should be ensured to keep the track of previous trajectory. If the output variance of j-th is too small, idealized $\alpha$ and $\beta$ value would be got and it is quite difficult to get the proper control parameters. Since k-th disturbance is included in i-th and j-th disturbance, so output variance of i-th and j-th disturbance should represent different performance. This can be resolved by giving different weight $\rho_i$ and $\rho_j$ to them where $\rho_i$ and $\rho_j$ represent different percentage of k-th included in i-th and j-th.

In most conditions, the upper limit of output variance calculated would be less than the actual output error, so the calculated value of the upper limit of output variance can be used as the upper limit. Here, we set the upper limit of output variance of the generalized system as:

$$\left[ \min \left[ \rho_i \text{var}(\Phi^{(i)}) + \rho_j \text{var}(\Phi^{(j)}) \right] + \text{var}(\Phi^{(k)}), V \right]$$

(25)

Where, $V$ is the user defined upper limit matrix. It has two advantages to control the output variance. Firstly, if a bigger upper limit of output variance is set, it would get a higher productivity, or else, it would get a higher quality; secondly, reasonable upper and lower limit of output variance can improve the efficiency with the feasibility of the controller.
3.3 Calculation of MIMO Performance Assessment

Diagonal interactor matrix (DIM) would be used in the calculation. We just need the disturbance model and delay matrix to calculate the $\text{var}_{spt}(\Phi_t)$ [25]. It can avoid the system error when identify the interactor matrix (IM). Although there are some differences between the two methods, it is easy to prove the limit of the relative error according to the following formula.

$$e = \frac{\text{var}_{spt}^{\text{DIM}}(\Phi_t) - \text{var}_{spt}^{\text{IM}}(\Phi_t)}{\text{var}(\Phi_t)}$$  \hspace{1cm} (26)

And $\text{var}(\Phi_t)$ is quadratic term, so formula is absolute convergent

$$\sum_{i=1}^{n} e = \sum_{i=1}^{n} \frac{\text{var}_{spt}^{\text{DIM}}(\Phi_t) - \text{var}_{spt}^{\text{IM}}(\Phi_t)}{\text{var}(\Phi_t)}$$  \hspace{1cm} (27)

The assessment index of the generalized multi-variance system can be defined as

$$\eta = \frac{\text{trace}\left[\text{var}_{spt}(\Phi_t)\right]}{\text{trace}[\text{var}(\Phi_t)]}, \hspace{0.5cm} \eta \in [0,1]$$  \hspace{1cm} (28)

If $\eta$ trended towards 1, it means the performance is better, otherwise, the performance is worse and it needs optimize the control parameters.

4. Simulation Example

The following MIMO system is considered to investigate the different cases of the LTVD benchmark problems.

The process transfer matrix and the controller are given respectively by

$$T = \begin{bmatrix} q^{-1} & q^{-2} \\ 1-0.4q^{-1} & 1-0.1q^{-1} \\ 0.3q^{-1} & 1-0.1q^{-1} \\ 1-0.1q^{-1} & 1-0.8q^{-1} \end{bmatrix},$$

$$Q = \begin{bmatrix} 0.5-0.2q^{-1} & 0 \\ 1-0.5q^{-1} & 0 \\ 0 & 0.25-0.2q^{-1} \\ 1-0.25q^{-1} & 1-0.25q^{-1} \end{bmatrix}.$$  

The process is assumed to be affected by three piecewise constant disturbance dynamics with the models provided below with respect to three different disturbances:

$$N_1 = \begin{bmatrix} 1 \\ 1-0.5q^{-1} \\ 0 \end{bmatrix}, \hspace{0.5cm} t \in [1,2001]$$

$$N_2 = \begin{bmatrix} 1 \\ 1-0.9q^{-1} \\ 0.5q^{-1} \end{bmatrix}, \hspace{0.5cm} t \in [2001,3001].$$
The second disturbance has the slowest dynamics and is considered here as the major disturbance. Control of the second disturbance needs to satisfy the user specified closed-loop response. As described in section 3, \( k \)-th disturbance would be included in \( i \)-th and \( j \)-th disturbance and the value of \( \rho_i \) and \( \rho_j \) would be set as 0.95 and 0.05 respectively. The major disturbance \( N_i + 0.05 \times N_j \) can be factorized from Diophantine equation as

\[
F = \begin{bmatrix}
-0.9603q^{-1} & -0.2861q^{-1} \\
-0.2903 + 0.2273q^{-1} & 0.9529 + 1.043q^{-1}
\end{bmatrix}
\]

For the performance assessment problems, \( \text{var}_{o_p}(\Phi_i^1) \) represents the total variance and \( \eta \) is the corresponding performance index.

### 4.1 performance calculation

If the process and disturbance models are known, the optimal output total variances can be calculated with different user chosen \( \lambda \) values, based on the regular, weighted and generalized LTVD benchmarks, respectively. The results are given in Tables 1–3 respectively.

**Table 1. Performance limit results based on the regular LTVD benchmark**

<table>
<thead>
<tr>
<th>( \lambda ) [0.3, 0.3]</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \text{var}_{o_p}(\Phi_i^1) )</th>
<th>( \text{var}_{o_p}(\Phi_i^2) )</th>
<th>( \text{var}_{o_p}(\Phi_i^3) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.3007, -0.0727</td>
<td>-0.1530, -0.0251</td>
<td>0.0303, 0.2419</td>
<td>2.7938</td>
<td>3.6753</td>
<td>3.0154</td>
</tr>
<tr>
<td>0.0385, 0.4753</td>
<td>0.1244, 0.0001</td>
<td>0.0290, 0.1967</td>
<td>2.7223</td>
<td>3.8844</td>
<td>3.0028</td>
</tr>
<tr>
<td>-0.3239, -0.0934</td>
<td>-0.0818, -0.0426</td>
<td>0.0095, 0.1291</td>
<td>2.6298</td>
<td>4.3277</td>
<td>2.9846</td>
</tr>
</tbody>
</table>

From Table 1 to Table 3, with the increasing \( \lambda \) values, the optimal total variance of the first and third section is getting smaller, while the optimal total variance of the second section is becoming larger. If the \( \lambda \) values are too small, the output variance of \( i \)-th and \( k \)-th disturbance may be too small, and it would make the performance of system quite worse. At the same time, control performance of \( j \)-th would be better with the increasing of \( \lambda \) values, and it may get false result of bad system performance but good assessment. Compared with the references, the calculation method proposed in the paper can reflect the sensitivity of system performance with the change of \( \lambda \) values and it can help to determine the range of \( \lambda \) values.
Table 2. Performance limit results based on the weighted LTVD benchmark

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\text{var}_{opt}(\Phi_t^1)$</th>
<th>$\text{var}_{opt}(\Phi_t^2)$</th>
<th>$\text{var}_{opt}(\Phi_t^3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0.3, 0.3]</td>
<td>$[-0.2266, -0.0709]$</td>
<td>$[-0.1201, -0.0282]$</td>
<td>2.8129</td>
<td>3.4641</td>
<td>2.9493</td>
</tr>
<tr>
<td>[0.5, 0.5]</td>
<td>$[-0.2414, -0.0787]$</td>
<td>$[-0.0963, -0.0134]$</td>
<td>2.7473</td>
<td>3.5821</td>
<td>2.918</td>
</tr>
<tr>
<td>[0.7, 0.7]</td>
<td>$[-0.2610, -0.0814]$</td>
<td>$[-0.0594, -0.0106]$</td>
<td>2.6616</td>
<td>3.8234</td>
<td>2.8721</td>
</tr>
</tbody>
</table>

Table 3. Performance limit results based on the generalized LTVD benchmark

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\text{var}_{opt}(\Phi_t^1)$</th>
<th>$\text{var}_{opt}(\Phi_t^2)$</th>
<th>$\text{var}_{opt}(\Phi_t^3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0.3, 0.3]</td>
<td>$[0.3726, 0.4953]$</td>
<td>$[0.8582, 0.9012]$</td>
<td>2.8298</td>
<td>3.4035</td>
<td>3.6097</td>
</tr>
<tr>
<td>[0.5, 0.5]</td>
<td>$[0.3590, 0.4343]$</td>
<td>$[0.8973, 0.8970]$</td>
<td>2.7778</td>
<td>3.6210</td>
<td>3.5679</td>
</tr>
<tr>
<td>[0.7, 0.7]</td>
<td>$[0.3203, 0.4014]$</td>
<td>$[0.8894, 0.8106]$</td>
<td>2.6432</td>
<td>4.3887</td>
<td>3.3593</td>
</tr>
</tbody>
</table>

From the Table 4, we can see that when $\rho_i$ and $\rho_j$ have been set 0.95 and 0.9 respectively, the performance index is much better than before. For the reason of taking k-th into consideration, it is good for the track of optimal performance. Keeping the $\rho_i$ and $\rho_j$ as constant, when the upper value is limited at 14, it would have a higher performance demand of system, and the performance index would be smaller, or else, the performance index would be higher. So, it must be adjust the control parameters based on the practice use.
Table 4. Performance assessment results with output variance limit

<table>
<thead>
<tr>
<th>$[\rho_1, \rho_2]$ Limit value</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\text{var}_{\text{opt}}(\Phi_1^1)/\eta^1$</th>
<th>$\text{var}_{\text{opt}}(\Phi_1^2)/\eta^2$</th>
<th>$\text{var}_{\text{opt}}(\Phi_1^3)/\eta^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[0.95, 1]$</td>
<td>$[-0.7442, -0.9322]$</td>
<td>$[-0.4233, -0.5372]$</td>
<td>3.1508 / 0.9707</td>
<td>4.0388 / 0.4976</td>
<td>3.4996 / 0.8069</td>
</tr>
<tr>
<td>$[11.85, 15.7]$</td>
<td>$[-0.7590, -0.4944]$</td>
<td>$[-0.8556, 0.8930]$</td>
<td>3.2507 / 0.9928</td>
<td>6.2456 / 0.7685</td>
<td>3.9764 / 0.9147</td>
</tr>
<tr>
<td>$[11.85, 14]$</td>
<td>$[-0.7538, -0.4764]$</td>
<td>$[-0.3034, -0.7350]$</td>
<td>3.1571 / 0.9686</td>
<td>5.1061 / 0.6287</td>
<td>3.5782 / 0.8352</td>
</tr>
</tbody>
</table>

4.2 Performance assessment calculation

Performance index under the three kinds of disturbances is shown in Figure 2-4.

Figure 2. Performance index of the regular LTVD benchmark
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Figure 3. Performance index of the regular LTVD benchmark
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Figure 4. Performance index of the regular LTVD benchmark

5. Conclusion

Three LTVD benchmarks for MIMO processes are studied in this paper for evaluating the controller performance. The process is subject to piecewise constant LTV disturbance dynamics. Property of each kind of disturbance and its influence on the loop are analyzed, and upper and lower limits of weighted output variance are used to control output variance of closed loop; according to the ITAE optimization, we can determine the parameters of the controller. This method can give advice to adjust the value of parameters and meet the use's demand.
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