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Abstract

As integration densities continue to increase, interconnection has become one of the most important factors in determining the performance of multi-core processors. Recently, in order to reduce the delay due to interconnection, many studies have focused on the 3D multi-core processors. Compared to 2D multi-core architecture, 3D multi-core architecture gets decreased interconnection delay and lower power consumption owing to reduced wire length. Despite the benefits mentioned above, 3D design cannot be practical because it causes serious thermal problems in multi-core processors due to high power density. In this paper, we analyze temperature behavior of 3D multi-core processors according to various placement of core and level-2 cache. According to our simulation results, the floorplan where the core is stacked adjacently to the level-2 cache can reduce the temperature by 22% with 4-layers, and by 13% with 2-layers on the average, compared to the floorplan where the core is stacked adjacently to the core.
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1. Introduction

Even though continuing advances in semiconductor technology have allowed dramatic performance improvement of processors, it causes increased interconnection delay which has become one of the major constraints in improving the performance of multi-core processors. One of the most effective alternative to solve the interconnection delay problem in multi-core processors is 3D integration technology [1]. When designing 3D multi-core processors, multiple cores are stacked vertically and each core on different layers are connected by direct vertical through-silicon vias (TSVs) [2]. Therefore, the 3D architecture can reduce the interconnection delay of multi-core processors by reducing total wire length significantly compared to the 2D architecture. The 3D technology can have the benefits of performance improvement and reduced power consumption [3]. However, as a negative consequence, temperature of the 3D architecture has increased dramatically due to high power density caused by stacking multiple layers vertically. Unfortunately, high temperature in the processor causes increased cooling costs, negative impact on the reliability, and performance degradation [5]. Consequently, 3D technique cannot be practical without proper solutions for high temperature.

Existing mechanical cooling schemes using heat insulating board or cooling fan are being limited due to the increased cooling costs. To mitigate the thermal problems with minimizing cooling costs, a lot of high-performance microprocessors use thermal management technique,
such as Dynamic Thermal Management (DTM). Unfortunately, DTM degrades the performance while it can mitigate the thermal problems in the processor [6-7]. In this work, we propose the effective methods to reduce the temperature in the 3D multi-core processor. Then, the proposed thermal-aware schemes are analyzed in detail. The rest of this paper is organized as follows. Section 2 explains proposed floorplan schemes and Section 3 provides our experimental methodology and results. Finally, Section 4 concludes this paper.

2. Floorplan Schemes

Heat transfer from adjacent functional units is another important factor that affects the temperature distribution of a chip. It depends on the functional unit adjacency determined by the floorplan of the microprocessor. Therefore, floorplan scheme has been focused on the solutions for reducing the peak temperature in the processor with minimal performance degradation.

In previous floorplan studies [8-12], the hottest functional unit in core is replaced with cool functional unit to control the temperature. However, in this paper, proposed floorplan schemes change the forms of vertical placement of the core and the level-2 cache while the location of functional units in the core is fixed. Modifying the floorplan of the core affects the datapath of 3D multi-core processors because the distance between functional units is determined by the floorplan. However, in this work, we don’t consider the overhead due to the datapath since the location of functional units is not changed.

In order to analyze the temperature behavior according to the number of layers, proposed floorplan schemes are categorized into two types: One is 2-layer 3D quad-core processor and the other is 4-layer 3D quad-core processor.

A. 4-layer Architecture

![Figure 1. Floorplans of 4-layer Architecture](image)

Figure 1 shows the two floorplans of 4-layer architecture. Figure 1(a) represents the baseline floorplan of 4-layer architecture. We use the Appha21364 floorplan for each core and stacked four cores vertically to configure the quad-core processor. In Figure 1(b), core and L2 cache are relocated to reduce the temperature without increasing area. Compared to the baseline, core and L2 cache placement of adjacent layer is inverted, as shown in Figure 1(a) and Figure 1(b).
B. 2-layer Architecture

Figure 2. Floorplans of 2-layer Architecture

Figure 2 shows six floorplans of 2-layer 3D multi-core processors. In this work, we implement a lot of experiments to find efficient floorplans for reducing the temperature and describe only six floorplan schemes owing to limited page. In 2-layer architecture, we assume that core size is same to L2 cache size. Placement of the core and L2 cache in the proposed floorplan schemes can be summarized as follows:

Name: bottom-layer / upper-layer (left part – right part)

2-layer(a): all L2 caches / all cores
2-layer(b): all cores / all L2 caches
2-layer(c): two cores & L2 caches / two cores & L2 caches
2-layer(d): two L2 caches & cores / two cores & L2 caches
2-layer(e): core-L2-L2-core / core-L2-L2-core
2-layer(f): L2-core-core-L2 / core-L2-L2-core
3. Experiments

Temperature evaluation of 3D multi-core processors is very challenging because the heat flow is unpredictable. In this section, we briefly describe the experimental environments and thermal characteristics according to proposed floorplan schemes.

A. Experimental Environment

To measure the temperature behavior of each layer, we use HotSpot Version 5.0 [13] which is capable of configuration for 3D multi-core processors. In order to have precise experiments, the configuration and the layer parameters in HotSpot are obtained from the material properties in CRC handbook [14]. In addition, Wattch [15] is integrated to obtain the detailed power trace. In our experiments, baseline processor is the Alpha 21264(Ev6) [16]. Table 1 shows the main processor and memory hierarchy parameters used in the simulation.

<table>
<thead>
<tr>
<th>parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functional units</td>
<td>4 integer ALUs, 4 FP ALUs, 1 integer multiplier/divider, 1 FP multiplier/divider</td>
</tr>
<tr>
<td>L1 I-Cache</td>
<td>32KB, 4-way, 32byte lines, 1 cycle latency</td>
</tr>
<tr>
<td>L1 D-Cache</td>
<td>32KB, 4-way, 32byte lines, 1 cycle latency</td>
</tr>
<tr>
<td>L2 Cache</td>
<td>512KB, 8-way, 32byte lines, 12 cycle latency</td>
</tr>
</tbody>
</table>

Figure 3 shows the peak temperature of applications from SPEC2000 benchmarks[17]. We select three application(mcf, gzip, vpr) because the chosen applications show diverse thermal characteristics(high temperature, medium temperature, low temperature).

Figure 3. Peak Temperature
B. Experimental Results

Figure 4. Peak Temperature Comparison of 4-layer Architecture

Figure 4 shows the peak temperature of 3D quad-core processors according to each floorplan scheme. In the graph, 4-layer(a) and 4-layer(b) represent the baseline 4-layer floorplan and proposed 4-layer floorplan, respectively. We assume that each core executes the same application. For example, mcf means that mcf is executed on all cores. As shown in the graph, the temperature of 4-layer(a) shows serious thermal problems. Contrary to that, 4-layer(b) reduces the peak temperature compared to the 4-layer(a) significantly. According to our simulation results, 4-layer(b) decreases the temperature by 34.72°C on average (mcf:39.77°C, gzip:34.13°C, vpr:30.27°C) compared to 4-layer(a).

Figure 5. Peak Temperature Comparison of 2-layer Architecture

Figure 5 shows the peak temperature according to various floorplans of 2-layer architecture. Compared to 2-layer(c) which shows the highest temperature, 2-layer(b) decreases the temperature by 19.66°C on average (mcf:23.33°C, gzip:20.57°C, vpr:18.74°C).
4. Conclusion

In this paper, we investigated how the floorplan schemes handle the thermal problems in 3D multi-core processors. We proposed thermal-aware floorplan schemes for 2-layer and 4-layer 3D architecture. The proposed floorplan schemes change the vertical placement of the core and the level-2 cache. According to our analysis, the floorplan where the core is stacked adjacent to the level-2 cache reduces the temperature of 3D multi-core processors significantly compared to the floorplan where the core is stacked adjacent to the core. We expect that this work presents the guideline for thermal-aware 3D multi-core processors.
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