On Symbolic Regression for Optimizing Thermostable Lipase Production

Hossam Faris\(^1\), Alaa Sheta\(^2\) and Rania Hiary\(^3\)

\(^1\)King Abdulla II School for Information Technology, The University of Jordan, Amman, Jordan
\(^2\)Computers and Systems Department, Electronics Research Institute (ERI), Cairo, Egypt
\(^3\)Information and Communication Technology in Education Program, Al-Albait University, Mafrag, Jordan

hossam.faris@ju.edu.jo, asheta66@gmail.com, rania.i.hiary@gmail.com

Abstract

Theromostable lipases have wide range of biotechnological applications in the industry. Therefore, there is always high interest in investigating their features and operating conditions. However, Lipase production is a challenging and complex process due to its nature which is highly dependent on the conditions of the process such as temperature, initial pH, incubation period, time, inoculum size and agitation rate. Efficient optimization of the process is a common goal in order to improve the productivity and reduce the costs. In this paper, we apply a Symbolic Regression Genetic Programming (GP) approach in order to develop a mathematical model which can predict the lipase activities in submerged fermentation (SmF) system. The developed GP model is compared with a neural network model proposed in the literature. The reported evaluation results show superiority of GP in modeling and optimizing the process.
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1. Introduction

In the last few years, there has been a growing commercial interest in investigating the features of theromostable lipases due to their wide range of biotechnological applications in industry and business. Theromostable lipases have some advantageous features such as:

- Extra thermostability,
- Extra resistance to many environments changes than their mesophilic homologues [1–4].
- Theromostable lipases can be produced at low cost.

Different types of thermostable enzymes have been successfully used in industrial applications, mainly as replacements for thermolabile enzymes [5–8]. On the industrial production scale, microbial extracellular enzymes show remarkable advantages especially in biotechnological applications such as diary-based products, detergents, drugs, cosmetics and leather processes [9–11].

However, optimizing lipase production and predicting its activity is a complex and challenging problem [10]. This because lipase production is highly dependent on its operating
conditions that affect its growth. Such factors include nutritional and physico-chemical factors such as temperature, initial pH, incubation period, time, inoculum size and agitation rate [4, 11].

Therefore, adopting an optimization method and choosing a modeling technique are vital in lipase manufacturing and important for producing reliable lipase products with high standards [12, 13]. Efficient optimization and modeling is a common goal in order to improve the productivity of the process and reduce the costs [4].

In literature, Artificial Neural Networks (ANNs) are one of the most machine learning techniques applied for lipase production optimization and prediction. ANN is a mathematical model consists of a number of information processing units called “neurons”. Neurons are interconnected in different ways to form the structure of the network. Usually, neurons are organized in layers. Each neuron has a number of inputs and computes a single output. Each input has a weight that expresses the importance or contribution of its corresponding input to the output. ANN performs the training process by adjusting the weights of the neuron until a minimum value of error is reached.

In [4], authors compared between response surface methodology (RSM) and ANN for prediction of extracellular thermostable lipase production based on the six independent factors mentioned earlier. In their work, they choose a multilayer full feedforward incremental backpropagation network with Gaussian transfer function. Although both approaches had good quality predictions, authors showed that ANN has a better modeling power and prediction results. However, ANNs in general have some drawbacks; ANNs relatively require large amounts of data for the training stage and they are commonly referred to as a black input/output box, it is commonly hard to interpret their results.

In another work, authors in [17] optimized the culture parameters of lipase production in submerged (SmF) and solid-state (SSF) systems using artificial neural network. They implemented two ANN based approaches; multilayer normal and full feed forward backpropagation. Authors claimed that ANN models in SmF and SSF were highly predictive and enhanced the lipase production although the obtained conditions were close together.

There were other approaches based on using Genetic Programming (GP) and Genetic Algorithms (GA) were applied for modeling lipase production. GP and GA are inspired by the evolution concepts and theories. In [3, 20], authors applied GP as evolutionary computation methodology for developing an efficient model for the fermentation process. Authors compared their results with other results obtained from traditional experimental design approaches. In [18], a modified genetic algorithm is proposed for a parameter identification of an E. coli fedbatch fermentation model. Authors made some adjustments of the genetic parameters regarding the fermentation processes to improve the conventional genetic algorithm. Authors claim that the modified GA for a parameter identification of the problem can be efficient and effective.

In this paper, we investigate the use of Symbolic Regression Genetic Programming to generate a mathematical model which can predict the Lipase activities in submerged fermentation (SmF) system. The developed GP model should be able to estimate the lipase activities with high performance rates. Furthermore, a comparison between the developed GP model and neural network model proposed in [17] will be conducted. The reported evaluation results of the GP model are promising.

The rest of the paper is structured as follows; in Section 2, the GP approach applied in this research is described and discussed. Section 3 specifies evaluation criteria used in order to evaluate the performance of the developed GP model. Materials and methods are listed in Section 4 and data collected is presented in Section 5. Finally, experiments and results are discussed in Section 6.
2. Symbolic Regression via Genetic Programming

The term “Symbolic regression” was introduced by J. Koza [15]. The goal of this approach is to generate a mathematical expression of any functional form which estimates the values of a specified target variable based on values of a set of input variables while minimizing some error criteria. Unlike traditional linear and nonlinear regression methods which fit parameters to an equation of a predetermined form, symbolic regression searches both the space of models along with the space of all possible parameters (coefficients) simultaneously such that it can find the best model which minimizes the error criterion. Symbolic regression has an advantage when the underlying function is quite complex [26].

Symbolic regression was used in GP to evolve a population of trees [16]. For a system with \( m \) input variables of dimension \( R^{n \times m} \) to produce a model output \( \hat{y} \) with dimension \( R^{n \times 1} \), where \( n \) is the number of observations taken and \( u \) is an input variable, we could produce a tree structure which introduces the mathematical model:

\[
\hat{y} = f(u_1, ..., u_i) \quad (1)
\]

A. Initial Population and Representation

The evolutionary cycle of GP starts by generating a number of candidate models called individuals. Each individual consists of a randomly generated tree. Simple individual tree is shown in Figure 1.

GP individuals can be defined using a Terminal set \( T \) and a Function set \( F \). The set \( T \) contains operands such as constants and variables, while the set \( F \) contains simple arithmetic operators such as addition, subtraction, multiplication and division, also it could contains other non-linear operators and functions like; sqrt, exp, sin, cos. Both sets \( F \) and \( T \) are used to develop and form tree structures which represent a model for the problem.

![Figure 1. Example of a symbolic tree (model)](image)

B. Fitness evaluation

Fitness evaluation: each individual is evaluated according to specific evaluation criteria. In our case Pearson \( R^2 \) evaluator (coefficient of determination) is applied:

\[
R^2 = \frac{\sum_{i=1}^{n}(\hat{y} - y)^2}{\sum_{i=1}^{n}((\bar{y} - y)^2} \quad (2)
\]
Where $\hat{y}$ is the model prediction value and $y$ is the experimental value. The goal is to maximize $R^2$.

C. Tournament selection

In genetic programming, some individuals are selected from the population for reproduction. Tournament selection is the one of the most famous methods for selecting those individuals. In this method, $k$ individuals are chosen randomly then the best individual among $k$ is the chosen for reproduction. $k$ is typically referred to as tournament size [23].

D. Subtree swapping crossover

Crossover operation selects two individuals (parents) and cuts their trees at some randomly chosen position. The subtrees are swapped to generate two new individuals (children). The following example in Figure 2 shows the operation.

E. Mutation

Mutation is an operator applied on one individual tree. A randomly point in the tree is chosen then the subtree under this point is replaced by a new randomly generated subtree. An example of the mutation operator is shown in Figure 3. Typically, mutation operator is performed with a probability much less than crossover [24].

![Figure 2. Example of GP crossover operator](image-url)
Figure 3. Example of GP mutation operator

F. Elitism

In this operation GP copies one or more individuals to the next evolutionary cycle without any change in their structure. Usually, individuals selection in this operation is based on their fitness value [25].

G. Termination condition

Finally, GP stops its evolutionary cycle when it finds an individual with a required fitness level or when the maximum number of generations is reached. Both termination conditions can be set before starting GP.

3. Model Evaluation

In order to assess the equality of the developed GP model, the following validation criteria are applied:

1) Variance-Accounted-For (VAF):

\[
VAF = \left[1 - \frac{\text{var}(y - \hat{y})}{\text{var}(y)}\right] \times 100\% 
\]

(3)

2) Mean squared error (MSE):

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2
\]

(4)

3) Root-mean-square error (RMSE):

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
\]

(5)

Where \(y\) and \(\hat{y}\) are the actual lipase activates and the estimated, respectively. \(n\) is the number of observations used in the experiments.

4. Materials and Methods

A. Bacterial Strain

For the purpose of applying GP, we use the same dataset developed in [17]. Author in [17] described the methodology of producing the bacterial strain in details. The bacterial strain was isolated from oily food waste in Serdang, Selangor, Malaysia and identified as
Acinetobacter sp. by the German Collection of Microorganisms and Cell Cultures (DSMZ), Braunschweig, Germany.

B. Lipase Production in SmF

In [17] author stated that:

“The selected SmF lipase production medium was composed of (% w/v): peptone (5), yeast extract (1), NaCl (0.05), CaCl2 (0.05), lactose (1); and coconut oil (1% v/v). The medium was sterilized for 20min at 121C. The SmF cultures were performed in 250mL blue cap bottles in a rotary incubator shaker (0250rpm). The agitation, inoculum size, initial pH, temperature, and time were adjusted according to the central composite rotatable design (CCRD). After lipase production, the cell-free supernatant was obtained by centrifugation at 12,000 g, 4C for 10min prior to lipase assay.”

5. Data collection

Experimental data was collected in [17] for five variables in for the lipase production in SmF system. The variable selected levels were incubation temperature (27-45 0C); initial pH (6-9); moisture content (60-100%); olive oil (0-20%) and incubation period (72-168h). The experimental produced lipase activity in SmF is presented in Table 1. The data set consists of 22 records. The first 19 record were used for training and the last 3 records for testing (in bold). In [17], authors used ANN to develop a predictive model to predict the lipase production in SmF.

Table 1. Actual and estimated lipase activities in SmF based for ANN, and GP models

<table>
<thead>
<tr>
<th>Temp. (°C)</th>
<th>pH</th>
<th>Inoculum (%)</th>
<th>Time (h)</th>
<th>Agitation (rpm)</th>
<th>Lipase Act. Measured</th>
<th>NN Model [17]</th>
<th>GP Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>40.9</td>
<td>8.3</td>
<td>1.9</td>
<td>79.8</td>
<td>45.1</td>
<td>8</td>
<td>7.9</td>
<td>7.9</td>
</tr>
<tr>
<td>40.9</td>
<td>6.7</td>
<td>4.1</td>
<td>79.8</td>
<td>45.1</td>
<td>3.6</td>
<td>3.7</td>
<td>3.6</td>
</tr>
<tr>
<td>31.1</td>
<td>8.3</td>
<td>4.1</td>
<td>40.2</td>
<td>154.9</td>
<td>10.6</td>
<td>7</td>
<td>10.0</td>
</tr>
<tr>
<td>40.9</td>
<td>8.3</td>
<td>4.1</td>
<td>40.2</td>
<td>45.1</td>
<td>5.5</td>
<td>7</td>
<td>5.2</td>
</tr>
<tr>
<td>40.9</td>
<td>8.3</td>
<td>1.9</td>
<td>40.2</td>
<td>154.9</td>
<td>4.8</td>
<td>4.1</td>
<td>5.3</td>
</tr>
<tr>
<td>40.9</td>
<td>6.7</td>
<td>1.9</td>
<td>79.8</td>
<td>154.9</td>
<td>2.4</td>
<td>1.1</td>
<td>3.2</td>
</tr>
<tr>
<td>31.1</td>
<td>6.7</td>
<td>4.1</td>
<td>79.8</td>
<td>154.9</td>
<td>7.2</td>
<td>7.5</td>
<td>7.1</td>
</tr>
<tr>
<td>31.1</td>
<td>8.3</td>
<td>1.9</td>
<td>79.8</td>
<td>154.9</td>
<td>8.5</td>
<td>6.2</td>
<td>8.0</td>
</tr>
<tr>
<td>40.9</td>
<td>6.7</td>
<td>4.1</td>
<td>40.2</td>
<td>154.9</td>
<td>5.6</td>
<td>6.3</td>
<td>5.2</td>
</tr>
<tr>
<td>31.1</td>
<td>8.3</td>
<td>4.1</td>
<td>79.8</td>
<td>45.1</td>
<td>5.2</td>
<td>5.6</td>
<td>5.1</td>
</tr>
<tr>
<td>31.1</td>
<td>6.7</td>
<td>1.9</td>
<td>40.2</td>
<td>45.1</td>
<td>8.3</td>
<td>8.6</td>
<td>8.6</td>
</tr>
<tr>
<td>27</td>
<td>7.5</td>
<td>3</td>
<td>60</td>
<td>100</td>
<td>11.2</td>
<td>10.2</td>
<td>11.6</td>
</tr>
<tr>
<td>45</td>
<td>7.5</td>
<td>3</td>
<td>60</td>
<td>100</td>
<td>9.4</td>
<td>10.4</td>
<td>9.2</td>
</tr>
<tr>
<td>36</td>
<td>6</td>
<td>3</td>
<td>60</td>
<td>100</td>
<td>9.8</td>
<td>9.9</td>
<td>9.1</td>
</tr>
<tr>
<td>36</td>
<td>9</td>
<td>3</td>
<td>60</td>
<td>100</td>
<td>15</td>
<td>13.4</td>
<td>15.4</td>
</tr>
<tr>
<td>36</td>
<td>7.5</td>
<td>1</td>
<td>60</td>
<td>100</td>
<td>9.2</td>
<td>9.5</td>
<td>9.4</td>
</tr>
<tr>
<td>36</td>
<td>7.5</td>
<td>5</td>
<td>60</td>
<td>100</td>
<td>7.6</td>
<td>3.4</td>
<td>8.1</td>
</tr>
</tbody>
</table>
6. Experiments and Results

A. HueristicLab framework

HueristicLab framework was used to develop a GP model for the experiments designed in this work. HueristicLab is a flexible and extensible graphical user interface software for heuristic optimization based on Microsoft .Net and C#\(^1\).

GP evolves a number of trees (models) automatically in cycles. HueristicLab is used to define the number of trees to be combined. As the number of trees increased the model complexity increased but a possible solution could be found. Training data are used to build the model while the testing data are used, after the run, to evaluate the developed GP models.

B. GP Setup

Before running the GP algorithm, there are number of parameters should be set by the user such as the population size, probability of crossover and mutation and the type of the selection and crossover mechanisms. There are also other parameters that control the complexity of the generated models such as the maximum tree length and the maximum tree depth. Setting small values for the latter two parameters can lead to producing simpler and compact models but less efficient ones in term of accuracy. Experience in the domain can help in setting all these parameters taking in consideration the simplicity versus efficiency issue. In our experiments, the values for all GP parameters are shown in Table 2.

C. GP Model evaluation

The prediction results of the best obtained GP model for the training and testing experiments are shown in Table 3. In Figure 4, we show the convergence of the GP evolutionary cycle. It can be noticed that the evolutionary cycle converged to the best model after around 330 cycles. Figure 5 shows the actual and estimated lipase activities based the developed GP model. In order to compare the results of the GP model with the ANN model proposed in [17], the VAF, MSE and RMSE were computed for both models, GP and ANN. The computed values are given in Table 3.

As shown in Table 3, for training data set, the VAF is 0.98% and the MSE is 0.17, whereas for the testing data set, VAF is 0.51% and MSE is 3.41. According to the evaluation results obtained, it can be noticed that the GP model outperformed the ANN model for training and testing sets.

---

\(^1\)HeuristicLab is a framework for heuristic and evolutionary algorithms that is developed by members of the Heuristic and Evolutionary Algorithms Laboratory (HEAL). http://dev.heuristiclab.com
Table 2. GP TUNING PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutation probability</td>
<td>15%</td>
</tr>
<tr>
<td>Population size</td>
<td>1000</td>
</tr>
<tr>
<td>Maximum generations</td>
<td>1000</td>
</tr>
<tr>
<td>Maximum Tree Depth</td>
<td>12</td>
</tr>
<tr>
<td>Maximum Tree Length</td>
<td>20</td>
</tr>
<tr>
<td>Selection mechanism</td>
<td>Tournament selector</td>
</tr>
<tr>
<td>Elites</td>
<td>1</td>
</tr>
<tr>
<td>Operators</td>
<td>{+, -, *, /, sin, cos, tan}</td>
</tr>
</tbody>
</table>

Table 3. Evaluation results for the developed GP model compared to ANN

<table>
<thead>
<tr>
<th></th>
<th>GP model training</th>
<th>GP model testing</th>
<th>ANN model training</th>
<th>ANN model testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAF</td>
<td>0.98</td>
<td>0.51</td>
<td>0.71</td>
<td>0.40</td>
</tr>
<tr>
<td>MSE</td>
<td>0.17</td>
<td>3.41</td>
<td>2.80</td>
<td>3.68</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.42</td>
<td>1.85</td>
<td>1.67</td>
<td>1.92</td>
</tr>
</tbody>
</table>

Figure 4. Convergence of GP evolutionary cycle
7. Conclusion

In this paper, a genetic programming approach was used to develop a symbolic regression model to predict the lipase activity. GP model in this research was based on five independent variables showing observed values of lipase activity in SmF system. They are the Temperature, pH, Inoculum, Time and Agitation. Performance of the developed model was evaluated and compared based on VAF, MSE and RMSE criteria. GP showed promising results compared to the artificial neural network based model proposed previously in the literature.
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