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Abstract
Metro Ethernet has recently attracted remarkable attention due to its simplicity and low cost. Although Ethernet is the dominant technology in the Local Area Network (LAN) which usually handles small number of nodes, when deploying in Metropolitan Area Networks (MANs), it faces certain challenges. One major challenge is its broadcasting based address resolution scheme. A broadcast-based address resolution scheme triggers many broadcast messages in a network, and hence make the Ethernet unscalable. This paper proposes a cache scheme, called Caching on Forwarding Table (CFT), to reduce broadcast messages for Metro Ethernet. CFT caches end user's Address Resolution Protocol (ARP) entries by inserting an IP address in each forwarding entry. If an ARP request is answered by a cached entry, the broadcast is stopped. Hence CFT can significantly reduce the broadcast messages in the network. We also discuss how to cache ARP entries in a Metro Ethernet using End User Enabled MAC-in-MAC (MiM) scheme. The simulation results show that CFT can effectively decrease the communication messages for address resolution and make Metro Ethernet more scalable.
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1. Introduction

Ethernet is a dominant layer 2 communication technology. Currently, it has gained popularity for deploying in Metropolitan Area Networks (MANs). The traditional MANs are generally built based on layer 3 IP technology, usually using Asynchronous Transfer Mode (ATM) as its layer 2 transport, whereas the Local Area Networks (LANs) are dominated by layer 2 technologies, mostly based on the Ethernet technology. As a result, when a data frame is sent across a MAN, it may have to travel through multiple heterogeneous networks, and hence it may need to be re-encapsulated in different frame formats a number of times and even be split into multiple smaller frames/cells or merged with other frames/cells into a larger frame. This not only makes the packet forwarding complex and inefficient, but also adds complexity and cost to the router/switch design, as well as network operation and management, in support of heterogeneous networks and interfaces. Clearly, deploying the same technology, such as Ethernet, in both MAN and LAN segments can potentially reduce the complexity and cost in network design and management, and improve packet forwarding performance.

Metro Ethernet has been highly attractive due to its cost effectiveness and easy management. However, it has to solve the scalability issues [3] [4] [6]. Ethernet was originally designed as a Local Area Network (LAN) technology that usually handles small number of users. Broadcast is frequently used to resolve unknown MAC addresses. Some protocols such as ARP [7] and DHCP [8] also use the broadcast service as a service discovery mechanism. For example, to solve an MAC address for an IP address, an ARP request message is broadcast through the network so that the corresponding end user can receive and
response an ARP reply message. The broadcast based address resolution schemes make Ethernet extremely convenient and easily accomplished. However, for MANs with millions of end users [9], high frequency broadcast messages waste a lot of bandwidth for address resolution. Ethernet switches have the ability to automatically learn the location of end users by checking the frames they received and record the information on its forwarding table. Frequently broadcast frames accelerate the replacement of the table entries which may leads to forwarding table explosion and hence triggers excessive frame flooding. Moreover, an end user has to take resource to handle every broadcast message [10]. Virtual LAN (VLANs) [22] technology is one way to reduce the broadcast message by logically segmenting the whole network into separate communication groups. However, even after segmentation, the number of users located in one VLAN is still huge in a MAN, making the Metro Ethernet unscalable.

In this paper, we propose a cache scheme, called Caching on Forwarding Table (CFT), to reduce broadcast messages for Metro Ethernet. In CFT, an IP address is inserted into its corresponding forwarding entry, and hence a forwarding entry is a cached entry of an Address Resolution Protocol (ARP) entry. When a node receives an ARP request message, the cached entry can be used to answer the request and then the broadcast is stopped. Hence CFT can significantly reduce broadcast messages in a network. CFT does not change the forwarding table maintenance. When a node receives an ARP request or response message, the source MAC address and source IP address are recorded in the forwarding table. CFT is implemented in the forwarding nodes, particularly in Customer Edge (CE) nodes and Provider Edge (PE) nodes, but it does not have any impact to end users. We also discuss how to use CFT in a Metro Ethernet using End user enabled Mac-in-Mac (EMiM) [34] encapsulation Scheme. In EMiM, the forwarding table in a PE node does not record end user's forwarding entry, and a cache is allocated in a PE node to reduce the broadcast messages. An analytical model is conducted to evaluate the hit ratio of CFT. The experiment results show that CFT can reduce up to 50% broadcast messages.

The rest of the paper is organized as follows: Section II gives the related works. Section III presents the details of CFT and how to do cache in the EMiM scheme. An analytical model is conducted in section IV. The performances are illustrated in Section V. Finally, Section VI concludes the paper.

2. Related work

Scalability is a major challenge for deploying the Ethernet technology in MANs. There are a lot of works focused on the development of scalable solutions for Ethernet. VLAN technology [21] is a useful scheme to make Metro Ethernet scalable. It uses a VLAN tag [22][4] to partition a single large Ethernet to multiple VLANs. The broadcasting messages for address resolution are limited to a single VLAN instead of the whole network, and hence the redundancy traffic is reduced. The VLAN tag has only 12 bits and hence can only support up to 4096 active VLANs at any time in a network. To support more active VLANs, Q-in-Q or VLAN stacking encapsulation [23] is proposed. In this scheme, a PE node inserts an additional Q-tag in the Ethernet frame to support more active VLANs. However, this scheme still cannot avoid learning table explosion. MAC-in-MAC (MiM) encapsulation [4][13] can be used to reduce the forwarding table size in the CNs, but the PE nodes still need to keep a potential large number of forwarding entries for MiM encapsulation.

Some hash based address resolution schemes [24] [25] [26] are proposed to eliminate the reliance broadcasting frame learning. Instead, when a destination MAC address is missed in the forwarding table, the frame is routed to a designated user based on the MAC hash value. But routing frame with unknown destination addresses to designated user may take the frame travel more unnecessary hops to the destination, and make the traffic control more difficult.
SmartBridge [12] allows finding the shortest forwarding path by exchanging topology information among bridges. Hence a full knowledge of the network topology should be obtained. In [27], a MAC address translation scheme is proposed for frame forwarding. The flat MAC address is translated to a hierarchical structured address for frame routing so that the number of forwarding table entries is reduced. However, it is possible that two MAC addresses are translated to the same structured address. Both [33] and [5] provided the concept of using cache to suppress broadcast traffic. By caching the most recently used dynamic directory entries at every PE node and using Relay PE maintaining the ARP entry, broadcasting messages can be reduced [33]. Similarly, Etherproxy in [5] caches the ARP entries it learned and suppresses broadcast messages it received by looking up the entries it cached. It retains the plug and play nature of Ethernet and is backward compatible. However, these cache schemes need extra memory to store the cache entries.

3. Caching on forwarding table (CFT)

Figure 1 shows a general Metro Ethernet including a provider network and multiple LAN segments. A provider network is composed of multiple Provider Edge (PE) nodes and Core Nodes (CNs) (switch or bridge). A LAN segment is composed of a Customer Edge (CE) node and multiple end users.

Ethernet nodes have the ability to dynamically learn the location of an end user by recording the port which the frame generated by the node comes from. Upon receiving a frame, a source address of the frame is learned in the forwarding table in an Ethernet node. A forwarding entry is in the format of \(<\text{MAC address}, \text{Port}, \text{Recordtime}, \text{age}>\). The subsequent frames destined to this address passing through the node could be forwarded to that port. ARP is used to solve an unknown MAC address for an IP address. Once a user broadcast an ARP request frame to a network, all the other users attached to it in the same VLAN will receive this frame. Only the destination user with the corresponding IP address replies back its MAC address. The ARP reply is sent via unicast. Both users record the other's IP and MAC addresses. The other users received the ARP message(s) also can learn the IP and MAC address mapping and record them to its ARP table.

To enable the caching effect in the forwarding table, CFT adds a corresponding IP address to a forwarding entry. The IP address can be learnt when a forwarding entry is created. Note that the source IP address is associated with the ARP request and reply frame. Now a forwarding entry
format in CFT is \(<\text{IP address}, \text{MAC address}, \text{port}, \text{recordtime}, \text{age}>\). Here IP is the end user's IP address; \text{recordtime} is the time when the entry is created or refreshed; and \text{age} indicates if an ARP entry is valid or not. A modified forwarding entry caches its ARP entry in the forwarding table, and hence can be used to answer ARP request. In this paper, we only deploy the CFT scheme in CE and PE nodes.

The address resolution and frame forwarding process are as follows. When a CE or PE node receives an ARP request frame, it first checks its forwarding table. If the requested IP address is found in the forwarding table, a reply frame is sent back. The broadcast is stopped at this node. Otherwise, the request frame is forwarded. If the forwarding entry of the source MAC address is not in the table, the node creates a forwarding entry. When a CE or PE node receives an ARP reply frame, it records/updates the corresponding entry in the forwarding table and forwards the frame. The flow chart in Figure 2 demonstrates how an ARP frame is processed.

Now let us use Figure 1 as an example. Assume user 1 intends to start a data session with user 4 whose ARP information has not been known by user 1. User 1 broadcasts an ARP request to the network to solve the MAC of user 4. When the broadcast frame reach CE 1, CE 1 uses the IP address of user 4 to search its forwarding table. The broadcast frame is stopped once a corresponding entry is found, and then a reply is sent to user 1. If there is no corresponding entry in the forwarding table, the broadcast frame is forwarded to PE 1 as well as the LAN segments user 2 belongs to. Similarly, after PE 1 receives the broadcast frame, it first searches its forwarding table. PE 1 broadcasts the request to the core network if no entry is matched. Otherwise, PE 1 stops the broadcast and replies an ARP reply back to user 1, while both CE 1 and PE 1 add the entry of user 1 or update the \text{recordtime} of user 1 in its forwarding table. Other PE and CE nodes transmit the broadcast frame process the frame as the same way as in legacy VLAN scheme. If the request frame reaches user 4, it just sends out a reply frame back. All the CE or PE nodes receive the request or reply frame learn the corresponding entry. Finally, user 1 could communicate with user 4.
3.1. IP management in forwarding table

There are two ways to manage IP addresses. One way is to insert an IP address in each forwarding entry. Then an IP address is searched linearly when an ARP request comes. In this method, each entry only increases 4 bytes to store an IP address. A forwarding entry takes about 4/15 (4 bytes for IP address, 6 bytes for MAC address, 4 bytes for recordtime, 4 bytes for age and 1 byte for port number) more space. But the IP lookup time takes long. The second way is to divide the forwarding table into two parts. One part contains the index and the IP address which are sorted by the IP address. The other part is the original forwarding table by adding an index for each entry. The two parts are united by an index. A binary search can be used to find an unsolved IP address. In this method, at most $\log_2(N)+1$ lookups are needed for an IP address matching. Here $N$ is the number of IP addresses on the table. If the IP address has been found, the index is used to find the corresponding MAC address. The two tables are always updated at the same time. If the entry of a MAC address is outdated and deleted, the IP address with the same index will also be deleted. The table format is shown in Figure 3. This method can reduce the IP lookup time, but it costs two indexes space in the forwarding table. Assume that an index needs 2 bytes, then each entry needs 8/15 more spaces. Due to cache effect, a PE or a CE node handles less number of broadcast frames and hence the number of entries is reduced in CFT. The size of each entry is increased, but the total table is not increased as we will see in Section 6.
The EMiM encapsulation scheme [34] can reduce the forwarding table sizes in PE nodes. In EMiM, the MiM encapsulation is done by the end user instead of the PE node. To allow an end user to do MiM encapsulation, the PE node's MAC address is associated with an ARP entry. The associated PE node's MAC (PMAC) address allows an end user to do MiM encapsulation, and hence a PE node does not need to maintain the entries of mapping end user's MAC address (EMAC) to PE node's MAC address, thus reducing the forwarding table size. The entry format of the ARP table is `<IP, EMAC, PMAC, recordtime, age>`. In the EMiM scheme, the forwarding table has no end user's entry, and hence the forwarding table cannot be used to cache ARP entry (CE node still can use CFT to cache ARP entries). But a PE node can still learn an ARP entry from an ARP request/reply frame. Hence we use a cache table to store ARP entries. A cache entry includes the MAC address, IP address, PMAC address and recordtime. The cache size is fixed. A Least Recently Used (LRU) replacement algorithm is used for entry management. This is because LRU can be easily implemented and an ARP entry is automatically timed out after some time. Besides LRU, a Modified Least Recently Used (MLRU) replacement algorithm is also introduced. In MLRU, the cache table is divided into two separate lists. List 1 is for entries that used more frequently, while list 2 is for entries with less frequency. When a new entry comes, it is stored in the head of list 2. When an entry is hit, it is put to the head of list 1. When list 1 is full, the entry in the tail is put to the head of list 2. If list 2 is full, the entry in the tail is deleted to release the space for new entries. Hence an entry has high hit ratio will stay longer than that in LRU, and hence MLRU can increase the hit ratio.

5. Hit ratio analysis

In this section, an analytical model is developed to examine the hit ratio in the CFT scheme at a PE node. The following assumptions are made in our model:

- The data access (to send frame) time of an end user follows Poisson distribution. The average data access time is $T_a$ (one communication session per $T_a$ seconds). $R_i$ is the data access rate of user $i$.
- All the end users belong to one VLAN. Each user has probability to communicate with any other end users in the network.
- When an end user starts a data session, the destination is selected based on Zipf distribution with Zipf coefficient $n$. 
The forwarding tables are sufficient large to store all the entries and each forwarding table entry is timed out every $T_o$ seconds.

Using Zipf's law, the probability of a user with rank $i$ being selected is:

$$f(i, n) = \frac{1/i^n}{\sum_{j=1}^{N} (1/j^n)}$$

where $N$ is the number of users;

The rate a node being selected as the destination by all the nodes under a PE node is:

$$\lambda_i = f_i \sum_{j=1}^{M} R_{ij}$$

here $M$ is the number of users under the PE.

When the entry of node $i$ comes to the forwarding table, it has $T_o$ time to be stored there. If it is selected as a destination node in less than $T_o$ time by a node under the PE, a hit is counted. Hence the hit ratio can be calculated as:

$$h_i = \int_0^{T_o} \lambda_i e^{-\lambda_i t} dt = 1 - e^{-\lambda_i T_o}$$

The total cache hit ratio for the PE node is:

$$h = \sum_{i=1}^{N} (f(i, n) h_i)$$

We compared the simulation results with the analytical results. The simulated Metro Ethernet have 4 PEs in the network. Every PE node has the same number of end users under it. We run 3600 seconds and the results of the last 2600 seconds are collected. The average data access rate is set to 180s. All the forwarding tables are set to be empty at start-up.

Figures 4 and 5 show the simulation and analytical modeling hit ratio with various value of $N$ and $R$. From Figure 4, we know that the hit ratio increases as the increase of the number of end users. Figure 5 compares the results by varying the data access rate. The simulation with $n=1.0$ has 5 thousand end users while for $n=1.5$ has 6 thousand end users in the network.

The results show that the analytical results are well matched with the simulation results, particularly for $n=1.5$.

6. Performance evaluation

This section compares the performances of the proposed schemes and the legacy VLAN based scheme.

In this section, we simulated a Metro Ethernet with 50 thousand end users, 40 PEs, 150 CEs and 1000 VLANs in the network. Every PE node directly connects to at least 2 and at most 5 PE nodes. At least 2 and at most 6 CEs are behind a PE node. Every CE node can have up to 6 sites located under it. There are at least 8 and at most 256 end users behind a CE node. Each VLAN has at least 3 and at most 13 sites. Each user has probability to communicate with other end users in the same VLAN. The data access time follows Poisson distribution. The average data access time is $T_o$ (one communication session per $T_o$ seconds), and each data session lasts for average 20 seconds, randomly chosen between 1 and 39 seconds. When an end user starts a data session, it randomly picks a VLAN it belongs to, and the destination node is selected based on Zipf distribution. That means the probabilities of session destined to few addresses are heavier than others, which is more suitable for the real world traffic
situation [5]. The default forwarding table sizes are set to store at most 20,000 entries and each forwarding table entry is timed out every 120 seconds.

Figure 4. Hit Ratio Comparison (diff user)

In the simulation, we run 3600 seconds and the results after the system is steady are collected. All the forwarding tables are set to be empty at the beginning. We study the impacts of four parameters: session interval, Zipf coefficient, number of users and cache size (for the EMiM scheme only).

To evaluate the impact of session interval, we varied the session interval from 60s to 240s in case 1. The data access rate is set to 60s for case 2 and case 4 and 120s for case 3. In the simulation, the PE messages include the data messages PE handles and the broadcast/multicast messages a PE generates to resolve unknown MAC addresses. User messages contain all the data messages and the broadcast/multicast messages users generated to resolve unknown destination MAC addresses.
Figure 5. Hit Ratio Comparison (diff rate)

Figure 6. Average PE message per second

Case 1: Impact of session interval
In this case, $T$ varies from 60 to 240 seconds. Zipf coefficient $n$ is set to 1.0. Figures 6 and 7 demonstrate the average number of messages a user handled per second and the average number of messages a PE generated per second. From the Figures, we can see that the CFT
scheme can significantly reduce the messages handled by PEs or end users compared to the legacy VLAN scheme, particularly in heavier traffic case. Note that session interval is the reciprocal of data access rate. As the data access rate increases, the number of message grows more rapidly in legacy VLAN system. This is due to more broadcast frames needed to resolve unknown MAC addresses. But in the CFT scheme, more traffic results in high cache hit ratio and hence reduce more broadcast messages. Hence the number of messages increases much less than that in legacy VLAN scheme. At the session interval equals to 60s, around 50% PE messages can be reduced for CFT per PE, and about 30% messages can be reduced for each end user.

![Average number of messages per user per second (n=1.0)](image)

**Figure 7. Average User message per second**
Figure 8. Average PE table size

Figure 9. Maximum PE table size
Figures 8 and 9 illustrate the average table size and the maximum table size in a PE. Figure 10 and Figure 11 show the average table size and the maximum table size in a CE. Both the average and maximum table sizes increase as the decrease of session interval. This is due to shorter session interval results in high broadcast and hence more forwarding entries. The results clearly show that the CFT scheme can reduce both average and maximum table size in PE and CE tables. As we pointed out that the CFT scheme needs more space for each forwarding entry, but the maximum table size is reduced and hence the total memory space is also equal.

The hit ratio of CFT is plotted in Figure 12. The hit ratio is computed as the number of ARP requests answered by the cache divided by the number of ARP requests received by a PE or CE. The result shows that the hit ratio is inversely proportional to the session interval time. This is due to less session interval time corresponding to high broadcast requests, and hence high probability to be answered by cache. When the data interval time is at 60 seconds, the hit ratio reaches about 45%, this can significantly reduce the broadcast messages.

**Case 2: Impact of Zipf coefficient**

In this section, we vary the Zipf coefficient from 0.5 to 1.5. A high Zipf coefficient stands for the destination users are more focused on the popular users.

The average message number a PE (a user) handled per second are demonstrated in Figures 13 and 14. The CFT scheme has better performance for larger Zipf coefficient. This is because the destination users are more focused on the popular ones for a larger coefficient system than that for a smaller coefficient system. At 1.5 Zipf, more than 60% PE messages can be reduced for average PE.

Figure 15 presents the maximum PE table size in the CFT scheme and the VLAN scheme. Similarly, the maximum PE table size is reduced as the Zipf coefficient increases. A larger Zipf coefficient results in fewer destination users and hence fewer number of forwarding entries in the forwarding table. When Zipf coefficient is 1.5, the maximum table size is reduced about 40% in CFT.
Figure 11. Maximum CE table size

Figure 16 shows the hit ratio varying with the Zipf coefficient. When the Zipf coefficient increases, the chance users start sessions with the same destination increase. And hence the hit ratio increases. At 1.5 Zipf coefficient, the hit ratio can be over 60%. Hence the CFT scheme is more efficient for a system with some popular users.
Case 3: Impact of number of users

In this case, we vary the number of users from 10,000 to 35,000 to study the impact of the number of users. The data access rate is set to 120 seconds and the Zipf coefficient is set to 1.0. We compare the performance of the CFT scheme with cache in EMiM and the VLAN scheme. The cache size in EMiM is large enough to record all the entries.
Figure 14. Average User message per second

Figure 15. Maximum PE table size
Figure 16. Hit Ratio

Figure 17. Average PE message per second
Figure 18. Average User message per second

Figure 19. Hit Ratio
Figures 17 and 18 show the number of messages a PE node and an end user handled per second. The number of messages increases as the number of users increases. As the number of users increases, the number of broadcasts increases and hence a PE node and a user need to handle more messages. The number of messages for all the three schemes increases linearly. But the VLAN scheme has larger slope, i.e., increase rate higher than the other two schemes. Caching in EMiM has similar slope as that of the CFT scheme, but a little bit more messages than that of the CFT scheme.

From Figure 19, we observe that the hit ratio increases along with the increase of the number of users when the number of users is less than 30,000. However, when the number of users reaches 30,000, the hit ratio is almost a constant by further increase the number of users. When the number of users is small, increasing the number of users can enlarge the probability of the most popular users to be selected as the destination nodes, and hence increase the hit ratio. But when the number of users is over a threshold, more and more unpopular users have been selected and hence make the hit ratio nearly a constant.

![Figure 20. Average PE message per second](image)

**Case 4: Impact of cache size**

This case studies the impact of cache size in the EMiM scheme. In this experiment, the network has 50,000 users and the Zipf coefficient is set to 1.0. The performance of LRU and MLRU entry replacement algorithm are compared with the VLAN scheme.

Figure 20 illustrates the average message numbers handled by a PE node per second. The number of messages decreases as the cache size increases. When cache size increases from 500 to 1500 entries, more than 12% message can be reduced compared with that in the VLAN scheme; But when the cache size increases from 1500 to 2500 entries, only less than 3% more messages could be reduced. The results show that the most hits are contributed from the most popular ones. Further increasing the cache size only stores more one time entries, and these entries never be hit again in its valid time, and hence we only need to keep a relative small
cache in PE nodes.

Figure 21 demonstrates the hit ratio in a PE cache. From the figure, we know that increasing the cache size is a very effective way to improve the hit ratio when the cache is small. After the cache size reaches a value (here it is 40,000 entries), further increasing the size only has little improvement. This shows that the cache hit ratio is obtained from the most popular entries, storing more unpopular ones has very little effect to improve performance. MLRU algorithm performs slightly better than LRU algorithm especially when the cache size is small. This is because the more frequently used entries could be stayed longer in MLRU scheme.

![Figure 21. Hit Ratio](image)

7. Conclusions and future work

Highly development of Ethernet technologies has made them attractive as a MAN transport for service providers [20]. However, Ethernet is originally designed for LAN area which handles limited number of users. When deploy Ethernet in MAN area, some loss in efficiency and scalability has come out. Specially, by using broadcast-based mechanism to resolve the location of an unknown address.

This paper proposes an efficient cache scheme for Metro Ethernet, called Cache in Forwarding Table (CFT). CFT learns the IP and MAC mapping in a frame and eliminates the subsequent broadcast frames whenever a request is answered by cached entry. We also discussed with cache in EMiM. LRU and MLRU cache replacement are compared. The simulation results show the proposed scheme can save broadcast messages for address resolution and reduces the forwarding table size in PE nodes. Moreover, it inherits the plug-and-play setup and self-configuration nature of Ethernet.
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